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Abstract With the rapid progress of the network and mobile techniques, mobile devices such as mobile phones and
portable devices, have become one of the most important parts in common life. Efficient techniques for watching, navigating
and sharing videos on mobile devices collaboratively are appealing in mobile environment. In this paper, we propose a novel
approach supporting efficiently collaborative operations on videos with sketch gestures. Furthermore, effective collaborative
annotation and navigation operations are given to interact with videos on mobile devices for facilitating users’ communication
based on mobile devices’ characteristics. Gesture operation and collaborative interaction architecture are given and improved
during the interactive process. Finally, a user study is conducted showing that the effectivity and collaborative accessibility
of video exploration is improved.
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1 Introduction

Owing to the higher transmission rate, cheaper stor-
age, and improved video-sharing techniques, digital
videos are becoming available at an explosive increasing
rate. Meanwhile, rapid growth of mobile devices has re-
sulted in an increase in users’ expectations to get and
share convenient access to relevant digital video con-
tent anywhere and anytime, which means that video
operation tasks are usually performed at different lo-
cations. In this scenario, collaboration between users
becomes important. The challenging issues in this mo-
bile collaboration application are that, mobile devices’
small screens restrict the amount of information shown
to users and constraints on the input mechanisms lead
to a slow and inconvenient interface between users and
devices[1]. The manner in which the video content is
presented for access and communication has become
an important task for the systems and users. During
the process of browsing videos, users prefer to anno-

tate comments efficiently, and then to communicate
conveniently with intuitive interaction. In this paper
we propose a novel approach of collaboratively anno-
tating video content using a multi-view representation
method, which supports efficient video browsing using
sketch gestures.

Video annotations are useful for allowing users to
create personalized comments and facilitating video
navigation and communication. Some approaches have
been presented which use the texts and frames as
annotations[2-3]. Observing that sketch annotations
provide more intuitive and direct manipulation for com-
menting the videos with freeform hand-drawing strokes,
in this paper, we propose sketches for annotating video
content as well as words.

Traditional video navigation modes based on linear
timeline support less interaction. It is not convenient
for users to interact and communicate collaboratively
with each other using the timeline to get the main idea
or locate some specific scenes in a video. However,
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sketch annotations proposed in the paper enhance the
index of video content and support efficiently interact-
ing with annotations using gestures. Imaging that you
and your friends are watching video clips from different
locations, you would like to share some comments. In
general, what would you do? For example, you may
call her/him or use some instant message tool to keep
contact while you both are broken away from the video
player interface. Obviously those comments are difficult
to be used for later process. However, if you can com-
municate with each other just on the video player and
draw or write down something directly using freehand
drawing, it will be easier and more intuitive to send
and access information. Furthermore, those comments
can be used for video navigation and communication
between users.

In this paper we propose gesture-based sketch inter-
action supporting collaborative operations with videos
on mobile devices. The main contributions include: 1) a
novel approach that uses a sketch interface to help users
annotate videos in collaboration; 2) a collaborative in-
teraction architecture for real-time communication us-
ing sketches and words; 3) sketch gestures for efficiently
navigating videos instead of traditional screen buttons.
A user study is elaborated and users value high for the
proposed interface and report better experience by us-
ing collaborative operations and sketch gestures to im-
plement certain tasks.

2 Related Work

Researchers have conducted many studies about
video sharing and navigating on mobile devices. The
Nokia research center conducted a two-week trial in
the student community to find out the trend of cap-
turing and sharing videos with mobile phones[4]. The
result showed that a user-friendly interface of capturing
and sharing videos was solicited to express and organize
users’ design ideas efficiently. Dezfuli et al.[5] proposed
a mobile video sharing system, which could support
users in sharing the live video streams with this system
in-situ. Hürst et al.[6] proposed a pen-based naviga-
tion of videos on PDAs and cell phones which removes
most of the function elements on the screen and sup-
ports users in a more natural way to navigate videos on
mobile devices. Lee et al.[7] proposed a gesture-based
interaction method for videos on mobile devices. Video
annotations can provide valuable information for me-
dial understanding[8-9]. In previous work[10-11], cap-
tions, keywords or key frames were often used for video
annotations. All of these researches focus on individ-
ual video sharing and navigating, while little attention
has been paid on collaborative interaction for videos on
mobile devices.

Sketching is a common and convenient method
for depicting visual world, describing viewpoints
and retrieving shapes[12-14]. Sketch-based interfaces
have been successfully applied in many applications,
such as architecture design[15-16], modeling[17] and
editing[18-20]. Furthermore, sketch representation for
annotating and visualizing video content is regarded
as an efficient and effective tool[21]. Ma et al.[22] pro-
posed a system to annotate on the videos with sketches,
which could help users present a sketch map of videos
with meaningful sketches among different views. Col-
laboration systems have been applied to many applica-
tions in multimedia domains. Davis et al.[23] proposed
a collaborative system named NotePals, which is a note
sharing system that gives group members easy access to
each other’s experiences through their personal notes.
All of the group members can write down their own
notes and upload those to the shared repository. Beth
et al.[24] introduced a system called Classroom Presen-
ter based on Tablet PC. The Classroom Presenter sys-
tem allows users to integrate PowerPoint slides with
high quality pen-based writing and to separate the in-
structor’s view of the materials from the students’ view.
This allows more natural and interactive development
of class concepts and content. Collaboration operations
as mentioned above have been mature and extensively
used in office systems[25-26]. It would be meaningful to
apply collaboration systems to video sharing. In this
paper, we propose collaborative interaction with videos
on mobile devices, which could help people navigate
videos in an efficient way by gestures and share the in-
teresting regions with sketches.

3 Collaborative Interaction Based on Sketch
Gestures

3.1 Collaborative Annotating Based on
Sketches

Cooperation appears anywhere in our daily life such
as playing music, debate, chat or drawing figures. How-
ever, most existing video operation systems on mobile
devices do not support collaborative annotating and
navigating. In this subsection, we propose a sketch
interface, which supports collaboratively annotating
videos. Fig.1 shows the sample of collaborative an-
notating (different users draw sketches annotating the
video content).

Most video players mainly consist of the main screen
and linear timeline. Considering the limited screen
space of mobile devices, compact representation and
gesture-based interaction are appearing. In this case,
we introduce the multi-view representation and ges-
tures to facilitate navigating videos.
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Fig.1. Collaborative annotating.

Fig.2. Multi-view representation sample during the collabora-

tion. (a) User 1: video view annotating sketch. (b) User 2:

annotation view.

Multi-view representations (Fig.2) for annotations
provide different scales for users’ understanding and
organizing video content[27-28]. Furthermore, the com-
ments embedded in the videos may be annoying to users
who concentrate on video content. The presented ap-
proach supports hiding annotations when the video is
displaying and annotations can also be managed indi-
vidually using an annotation list in a hierarchy.

Fig.3 shows the sketch interface supporting video
operation. Users could draw some simple strokes on
the screen to navigate videos such as speed-up, slow-
down, pause and other actions. The white line on the
bottom is the traditional timeline in an arc form, which
represents the length of the video. Users could click on
the white line for any time he/she wants to take a look.
The timeline will disappear when the video is playing
and no any other action is taken for a while. Users
could use a finger to touch the bottom of the screen to
re-activate the timeline.

3.2 Collaborative Interaction Architecture

In order to support the collaboration using the
sketch interface, we propose a collaborative interaction

Fig.3. Sample of the sketch interface.

model (CIM), which is based on the C/S model (Fig.4).
The CIM consists of the server and clients. From the
clients, users draw and write down some sketches as
the input, and the client applications convert the in-
put information into commands after being recognized.
The server obtains the commands and broadcasts them
to proper clients. At the same time, the commands are
stored into the database. Finally the clients display the
information on the screen after the command is parsed.

Fig.4. Collaborative interaction architecture.
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In our approach, the user-input could be sketches
and words. The user could press “Enter” on the key-
board and input the words for sharing in collaboration.
Or he/she could draw some strokes and finally draw
a “

√
” to deliver the strokes or draw a “×” to delete

them. Some gestures are given in Table1.
The client should generate the command before ac-

cessing the server and parse the command after receiv-
ing the data from the server. We use XML as the for-
mat of the command. Fig.5 shows some examples of
the command files.

<?xml version =“1.0” encoding = “utf-8” ? >

<Command>

<CreateInfo>

<UserID>123</UserID>

<UserNickName>ZSMJ</UserNickName>

<CreateTime>2012-12-12 20:31</CreatTime>

<CommandType>WORD</CommandType>

</CreateInfo>

<VideoInfo>

<VideoID>1013</VideoID>

<VideoName>TITANIC</VideoName>

<VideoTime>00:37:32</VideoTime>

<Duration>10</Duration>

</VideoInfo>

<WordList>

<WordString>Hellow World!</WordString>

</WordList>

</Command>

(a)

<?xml version = “1.0” encoding = “utf-8” ? >

<Command>

<CreateInfo>

· · ·
<CommandType>SKETCH</CommandType>

</CreateInfo>

<VideoInfo>

· · ·
</VideoInfo>

<PointList>

<Bound>

<StartPoint>10.12, 12.76</StartPoint>

<EndPoint>13.17, 8.52</EndPoint>

</Bound>

<Mid>

<Point>11.01, 11.54</Point>

<Point>11.94, 10.32</Point>

</Mid>

</PointList>

</Command>

(b)

Fig.5. Command in XML format. (a) Command for word. (b)

Command for sketch.

The command XML file consists of three nodes: cre-
ate information, video information, and word list/point

list. The command type label has two different val-
ues, “WORD” and “SKETCH”. “WORD” means that
the user-input is a word string and “SKETCH” means
that the user-input is the strokes on the screen. La-
bel “VideoTime” shows the time of the video when the
user finishes the command. Label “Duration” shows
the time of the command information displaying on the
screen. The last node word list and point list show us
the main content of the information.

After the client receives the command with XML
format, it would parse the XML document into spe-
cific data structure to store the information from the
command. Then, it presents all the information on the
screen until 10 seconds later according to the “Dura-
tion” label as shown in Fig.5.

If the command type is “WORD”, the word would
appear on the screen immediately. If the command type
is “SKETCH”, there would be a small information win-
dow to show the frame with the strokes. The user could
click the window and skip to the specific frame with the
strokes on it.

3.3 Gesture-Based Navigation System

Considering the functional elements on the inter-
face of the video player occupying more than 20% of
the screen and the limited space on mobile devices, we
introduce a gesture-based video navigation system for
users. Users could draw freehand strokes as gesture
commands to interact with videos instead of clicking
buttons of these functional elements.

3.3.1 Gesture Modeling and Recognition

Gestures are collections of points and strokes in our
system. Gestures could be divided into two types: sin-
gle touch gestures and multi-touch gestures. The single
touch gesture is usually represented with one stroke and
easy to be recognized but it is hard to represent donzes
of functions meeting users’ requirement of interacting
with videos. Here, a stroke is any continuous move-
ment of a finger (from finger down to finger up). The
multi-touch gesture consists of more than one stroke
and constraint among them. The combination of more
than one single touch gesture with time or spatial con-
straints could be a specific multi-touch gesture.

A gesture model is given to minimize the data
size, which compresses hundreds of points into the
characters[29]. Here, it is based on the radian vector
table. The radian vector table consists of eight direc-
tions: left, left-down, down, right-down, right, right-up,
up, left-up, and the eight directions are represented by
eight characters, “0”∼“7”. So we could record the di-
rections instead of points after a user draws a stroke.
For example, after a user draws a circle in a clockwise
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direction, we could get the path on the screen as shown
in Fig.6. The red arrows on the circle represent the di-
rections of the strokes. The black rectangles show the
characters of the arrows. In other words, we could use
character string “01234567” to express the circle.

Fig.6. Circle in a clockwise direction.

The model of multi-touch gesture consists of seve-
ral character strings and constraints. The constraints
mainly include separation, gather and cross. For ex-
ample, after the user completes two strokes, the system
has to recognize the two single gestures first and ana-
lyze the constraints between them.

3.3.2 Interaction with Gestures

Table 1 shows several typical gestures for navigating
videos. Fig.7 shows the user uses a multi-touch gesture
“Line Gather” to get the playlist.

Table 1. Typical Gestures for Navigating Videos

Gesture Gesture Description Function

Types Names

Single Line Left ← Fast reverse

touch Line Right → Fast play

Line UP ↑ Turn volume down

Line Down ↓ Turn volume up

Click • Play/pause

Double Click •(2) Full screen/

Cancel full screen

Tick
√

Select the strokes

Cross × Delete the strokes

Circle © Close

Multi Line Gather →← Show playlist

touch Line Separate ←→ Return to original video

Fig.7. Sample of Gesture operation. (a) Gesture “Line Gather”.

(b) Playlist.

In order to improve the gesture recognition, in our
system, we restrict that a gesture should be completed
without interruption. If not, it may be divided into
several gestures. We set the interval between two dif-
ferent gestures to be at least 1 second. For example if
the user wants to get the playlist, he/she should draw
a left line and a right line for gesture “Line Gather”
at the same time. If he/she draws the right line a sec-
ond later after he/she finishes the left line, the system
would take it as two different single touch gestures. If
the user begins drawing the right line in a second after
the first stroke, the system would recognize it as that
the user wants to send a message to others. The rule
of communicating will be described in next section.

4 Implementation

We design and implement a collaborative system to
share the creation and communication of sketches’ and
words’ annotations in video content. Considering the
mobility that is quite different from traditional video
operations on desktops based on WIMP paradigm, our
presented system provides the sketch interface to ma-
nipulate the videos supporting collaborative interac-
tion.

Fig.8 presents the proposed system architecture for
implementing the interface, which mainly includes a
gesture-based navigation module and a collaborative
annotating module. The gesture-based navigation
module concerns gesture modeling and recognition.
The collaborative annotating module mainly concerns
communication among users. We use the C/S structure
to model the process of communication among users,
and use XML document as the format of command.

Fig.8. Structure chart.

The system is implemented in C# and is tested with
a tablet PC (shown in Fig.9). It provides users an ef-
ficient manner to navigate videos with gestures, chat
online and share the interesting regions by sketch an-
notations while watching videos. It also improves user
experience without redundant buttons.
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Fig.9. Sketch strokes.

After executing an operation, the system would get
the track points left by the user. The track points are
the source data of our system. The system transforms
the points into a gesture model or command file. In
our system we use XMPP for message delivery between
clients and the server. XMPP is a kind of instant mes-
saging based on XML. So the command could be nested
in XMPP as a message. The clients could get the com-
mand while receiving messages from the server.

The sample given in Fig.10(a) shows that Rose and
Jack are chatting while they are watching a movie.
Users could type some words in the text on the bot-
tom of the player. Fig.10(b) shows Rose draws a stroke
on a frame and shares it with Jack. This process would
be explained as below. First, the sketches would be sent
to Jack and displayed on the lower right corner while
Rose finishes several strokes on her screen. Therefore
Jack can click the thumbnail to skip to the special frame
that Rose wants to share.

Fig.10. Collaborative UI. (a) Communicating by words. (b)

Communicating by sketches.

Furthermore, user can annotate the regions they are
interested in using strokes on the screen and send these

strokes to others for communication. In Fig.9, there
are two types of strokes on the screen. Stroke 1 in red
rectangle shows the region of interest and stroke 2 in
yellow rectangle means that the strokes are completed.
The interval of the two strokes must be within a second.
If they are separated by more than 1 second, the two
strokes would be recognized as two different gestures.

5 User Study

Firstly, a preliminary requirement analysis is done
based on interviewing with some users before we imple-
ment the proposed interface. We invite five participants
who all are master students and familiar with mobile
devices. We introduce the scenario of collaborative in-
teracting with videos on mobile devices and ask them
about the operation requirements. Most of them point
out that 1) the interface should be intuitive easy and
simple to handle, 2) sharing the ideas about a video is
common and interesting, which needs an effective and
efficient tool.

Secondly, to test the usability and gain feedback
about the functionality of the presented annotating and
navigating modules using the sketch interface, we com-
pare our system with the popular Mukio Player, which
supports word annotation.

Six participants from a university are invited, includ-
ing 3 females and 3 males, aging from 20 to 24. Two
video clips are provided to them, whose lengths range
from 20 to 130 seconds. Participants are asked to anno-
tate these video clips at appointed scenes using typed
keywords and sketches respectively.

Fig.11 shows the cost of time. Repeated measures
ANOVA are conducted and the results show that the
main effect of different methods is significant, F (1, 5) =

Fig.11. Implementation time of annotating using the two meth-

ods.
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22.9, p < 0.01. There is a significant difference in
the spent time of completing tasks between using our
method (M = 85, SD = 11.8) and the traditional time-
line slider (M = 117, SD = 20).

After finishing the annotations, participants are
asked to evaluate which type of annotations characte-
rizes the clips well and which type of interactions im-
proves user experience well, by rating with “excellent”,
“good”, “fair”, “poor” and “bad”. We use scores from
5 to 1. We collect the participants’ evaluation and ave-
rage the scores over two clips. Paired-sample t-test is
performed to measure the feedback. For sketch and
word annotation, t(5) = −3.70, p < 0.01, which shows
that users prefer to sketch annotations. For user expe-
rience, t(5) = −5.21, p < 0.01, which shows that users
prefer to the sketch interface.

Participants prefer to the gesture interaction of our
method instead of traditional mouse clicking opera-
tions. Most of participants value high for annotating
video using freehand drawings in the collaborative en-
vironment. Participants also give some feedback for im-
proving the interface, such as to improve the gesture’s
recognition rate, add more strokes styles and save com-
mand files for reviewing.

6 Conclusions and Future Work

Video sharing service is becoming more and more
popular with the development of Internet. In this pa-
per we proposed an approach supporting collaborative
annotating and navigating system for video sharing. It
adopts a collaborative interaction model, which forms
commands between clients and the server as XML files
to implement collaborative operations. Gestures are
given for navigating videos and a radian vector table is
used for gesture modeling and recognition. A gesture-
based navigation system has been implemented based
on the approach and model. Compared with the previ-
ous work, the proposed system improves the communi-
cation efficiency in annotating and navigating videos.

However, there are some limitations in our system.
For example, we cannot support too many gestures in
our current system because of the low recognition rate.
In our future work, we would focus on gesture descrip-
tion and efficient recognition algorithms to improve the
sketching interface. Besides, user cognition in the colla-
borative environment would be considered in our inter-
face.

References

[1] Wang S D, Higgins M. Limitations of mobile phone learn-
ing. In Proc. IEEE International Workshop on Wireless and
Mobile Technologies in Education, Nov. 2005, pp.179-181.
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