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Abstract—Superpixels are perceptually meaningful atomic regions that can effectively capture image features. Among various

methods for computing uniform superpixels, simple linear iterative clustering (SLIC) is popular due to its simplicity and high

performance. In this paper, we extend SLIC to compute content-sensitive superpixels, i.e., small superpixels in content-dense regions

with high intensity or colour variation and large superpixels in content-sparse regions. Rather than using the conventional SLIC method

that clusters pixels in R5, we map the input image I to a 2-dimensional manifoldM� R5, whose area elements are a good measure of

the content density in I. We propose a simple method, called intrinsic manifold SLIC (IMSLIC), for computing a geodesic centroidal

Voronoi tessellation (GCVT)—a uniform tessellation—onM, which induces the content-sensitive superpixels in I. In contrast to the

existing algorithms, IMSLIC characterizes the content sensitivity by measuring areas of Voronoi cells onM. Using a simple and fast

approximation to a closed-form solution, the method can compute the GCVT at a very low cost and guarantees that all Voronoi cells are

simply connected. We thoroughly evaluate IMSLIC and compare it with eleven representative methods on the BSDS500 dataset and

seven representative methods on the NYUV2 dataset. Computational results show that IMSLIC outperforms existing methods in terms

of commonly used quality measures pertaining to superpixels such as compactness, adherence to boundaries, and achievable

segmentation accuracy. We also evaluate IMSLIC and seven representative methods in an image contour closure application, and the

results on two datasets, WHD and WSD, show that IMSLIC achieves the best foreground segmentation performance.

Index Terms—Superpixel, image segmentation, centroidal Voronoi tessellation, geodesic distance, image manifold

Ç

1 INTRODUCTION

SUPERPIXELS are perceptually meaningful atomic regions
that can effectively capture image features and greatly

reduce the complexity of subsequent image processing
tasks, such as segmentation [1], contour closure [2], object
location [3], object tracking [4], stereo 3D reconstruction [5],
and many others.

Superpixels generally have the following characteristics:
(1) Connectivity: each superpixel is a simply connected
region, and each pixel in the image is assigned to exactly
one superpixel; (2) Compactness: in the non-feature region,
superpixels are regular in both size and shape; (3) Feature
preservation: superpixels should adhere well to image
boundaries; (4) Content sensitivity: the density of superpixels
is adaptive to the co-occurrence of image contents; (5) Per-
formance: computing superpixels should be fast, memory

efficient, and scale well on high-resolution images; (6) Easy
to use: users simply specify the desired number of superpix-
els and should not be bothered by tuning other parameters
(if any).

There are two major classes of algorithms for computing
superpixels, namely, graph-based and clustering-based
methods. By representing an image by a graph whose nodes
are pixels, the graph-based algorithms minimize a cost func-
tion defined on the graph. Representative works include
normalized cuts (NC) [6], the Felzenszwalb-Huttenlocher
(FH) method [7], superpixel lattices (SL) [8], and the graph-
cut-based energy optimization method (GraphCut) [9]. NC
generates regular and compact superpixels, but does not
adhere to image boundary and has a high computational
cost—time complexity OðN1:5Þ for an N-pixel image as
observed in [10]. FH preserves the boundary well and runs
in OðN logNÞ time, but it produces superpixels with irregu-
lar sizes and shapes. Although SL runs in OðN1:5 logNÞ theo-
retically, it has an empirical time complexity OðNÞ, making it
one of the fastest algorithms. However, the produced super-
pixels conform to grids rather than adhering to image
boundaries. GraphCut is elegant and theoretically sound,
but it is difficult to use in practice due to its many
parameters.

The clustering-based algorithms group pixels into clus-
ters (i.e., superpixels) and iteratively refine them until cer-
tain convergence criteria are satisfied. Popular clustering
methods include TurboPixels [10], VCells [11], simple linear
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iterative clustering (SLIC) [12], structure-sensitive1 super-
pixels (SSS) [14], manifold SLIC (MSLIC) [13], and unimod-
ular Gaussian generative model (GGM) [15]. All these
methods are initialized with a set of evenly distributed
seeds fsigKi¼1 in an image domain. They differ in the way of
clustering.

TurboPixels [10] generates a geometric flow for each seed
and propagates them using the level set method. The super-
pixel boundary is defined by the points where two flows
meet. Although under certain assumptions, TurboPixels has
a theoretical linear time complexity OðNÞ, computational
results show that it runs slowly on real-world datasets [12].
Furthermore, TurboPixels cannot guarantee that the super-
pixels from their numerical level-set evolution solution
cover the whole image. Therefore, TurboPixels employs a
postprocess to label any remaining large unassigned con-
nected regions as new superpixels and remove very small
superpixels.

VCells [11] generates a 2D Euclidean centroidal Voronoi
tessellation (CVT) on the image plane and then adjusts the
boundaries of the Voronoi cells to image edges. Although
the main time complexity of VCells is Oðni

ffiffiffiffiffiffiffiffiffi
KN
p Þ, where ni

and K are the numbers of iterations and superpixels, the
method involves a time-consuming preprocessing step that
computes a 2D Euclidean CVT using Lloyd’s algorithm.

SLIC [12] is an adaptation ofK-means that clusters pixels
in a 5-dimensional Euclidean space combining colours and
images. It assigns each pixel to a cluster of the nearest seed
and iteratively updates the cluster center by computing a
5D Euclidean CVT. SLIC is conceptually simple, easy to
implement, and highly efficient in practice.

To compute content-sensitive superpixels, Wang et al.
[14] introduced the geometric flow method [10] into a CVT
optimization framework referred to as SSS. A key difference
between SSS and SLIC is that SLIC measures the distance
between clusters using Euclidean distance, whereas SSS
takes geodesic distances into account. As a result, SLIC pro-
duces uniform superpixels everywhere, whereas SSS can
effectively capture non-homogenous features in an image,
i.e., small superpixels in content-dense regions (e.g., with
high intensity or colour variation) and large superpixels in
content-sparse regions. However, SSS is computationally
expensive.

Manifold SLIC (MSLIC) [13] maps the input image I to a
2-dimensional manifoldM in R5, whose area elements are
a good measure of content density in I. Content-sensitive
superpixels are then achieved by computing a restricted
centroidal Voronoi tessellation (RCVT) on M. Because the
RCVT can be computed with very little lost, MSLIC runs 10
times faster than SSS.

GGM [15] measures the spatial compactness and color
homogeneity in two separate terms Espatial and Ecolor.
Espatial is defined by a novel Mahalanobis CVT energy in
the color space, whereas Ecolor is formulated by an
ordinary 2D Euclidean CVT in the image space. Since min-
imizing Espatial leads to good compactness but low seg-
mentation accuracy, and minimizing Ecolor leads to good

segmentation accuracy but seriously distorted superpixel
boundary, GGM adopts a parameter � to balance the
effects. In [15], Cai and Guo suggested �Espatial ¼ Ecolor so
the two terms make equal contribution. Such a choice of �
often results in nearly uniform superpixels in both content
dense and sparse regions.

It is worth noting that all the above clustering methods
cannot produce the exact number of superpixels specified
by the user, because

� VCells, SLIC, SSS, and MSLIC may produce Voronoi
cells consisting of disjoint components, and thus,
they all adopt a split-and-merge heuristic to post-
process the superpixels;

� GGM applies a variational merging-swapping
framework to minimize its composite CVT energy.

Moreover, many parameters are involved in these split-and-
merge or merging-swapping steps, making parameter tun-
ing difficult.

In this paper, we improve upon our previous work on
MSLIC [13] in three respects and make the following
contributions:

� Instead of using RCVT with a Euclidean metric, we
compute a geodesic centroidal Voronoi tessellation
(GCVT) on the image manifold M. Thanks to the
intrinsic geodesic metric, all Voronoi cells in GCVT
are guaranteed to be simply connected, compact and
uniform onM.

� We establish an elegant computational framework in
which GCVTs can be computed efficiently using a
simple and fast approximation to a closed-form solu-
tion. Our method runs in OðNÞ amortized time for
an N-pixel image, which is independent of the num-
ber of superpixelsK.

� Because GCVT completely avoids heuristic-based
postprocessing, it is easy to use and exhibits consis-
tent performance among different image data sets.
Moreover, it is able to produce exactly the same
number of superpixels required by the user.

We refer to our method as intrinsic MSLIC (or IMSLIC)
because of its intrinsic nature inherent in the geodesic met-
ric. We thoroughly evaluate IMSLIC and eleven representa-
tive methods on two benchmarks, BSDS500 and NYUV2.
Computational results show that our method outperforms
the existing methods in terms of under-segmentation error,
boundary recall and achievable segmentation accuracy. See
Fig. 1 for an example. As a case study, we apply these
superpixel methods to an image contour closure applica-
tion [16]. We observe that IMSLIC produces results that are
consistently better than those of the other methods, due to
content sensitivity, better boundary adherence and good
compactness.

2 PRELIMINARIES ON SLIC

Because our method is based on SLIC [12], we briefly intro-
duce it before presenting our intrinsic MSLIC.

Let us denote by I an input image with N pixels. For a
pixel p 2 I, SLIC represents its colour cðpÞ in the CIELAB
colour space, i.e., cðpÞ ¼ ðlðpÞ; aðpÞ; bðpÞÞ. Given two pixels
p1 ¼ ðu1; v1Þ and p2 ¼ ðu2; v2Þ, SLIC measures the distance

1. Because in computer vision, the word “structure” often refers to
high-order structures in an image, in this paper we follow [13] and use
the word “content”.
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between the pixels using a normalized Euclidean distance
in the combined colour and image space R5

Dðp1; p2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ds
Ns

� �2

þ dc
Nc

� �2
s

; (1)

where Nc and Ns are two constants, and

ds ¼ kp1 � p2k2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðu1 � u2Þ2 þ ðv1 � v2Þ2

q
dc ¼ kcðp1Þ � cðp2Þk2 ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðlðp1Þ � lðp2ÞÞ2 þ ðaðp1Þ � aðp2ÞÞ2 þ ðbðp1Þ � bðp2ÞÞ2
q

:

Given a set fsigKi¼1 of evenly distributed seeds in the
image I, SLIC partitions I using Voronoi diagram fVðsiÞgKi¼1
and then iteratively improves the Voronoi cells by moving
the seeds to their centers of mass, resulting in the so-called
centroidal Voronoi tessellation.

Mathematically, a CVT is defined as follows: Let
r : Rn ! Rþ be a density function defined on Rn, where n is
a positive integer. For a Voronoi cell VðsiÞ of a seed si in Rn,
its center of mass ci is

ci ¼
R
x2VðsiÞ xrðxÞdxR
x2VðsiÞ rðxÞdx

: (2)

The Voronoi tessellation fVðsiÞgKi¼1 is a CVT if, for each
Voronoi cell, the center of mass coincides with the seed, i.e.,
ci ¼ si, 1 � i � K. Du et al. [17] showed that a CVT mini-
mizes the following energy E

E fsigKi¼1; fVðsiÞgKi¼1
� �

¼
XK
i¼1

Z
x2VðsiÞ

rðxÞdðx; siÞdx; (3)

where dðx; yÞ is the Euclidean distance between x and y in
Rn.

With the Euclidean distance defined by Eqn. (1), SLIC
computes the CVT using the Lloyd method [18], which
iteratively moves each seed to the corresponding center
of mass. The Lloyd method is easy to implement; how-
ever, it is computationally expensive to construct the
Voronoi diagram and find the center of mass for each
Voronoi cell.

To improve the performance of the Lloyd method, SLIC
adopts two heuristic strategies: First, rather than explicitly
constructing the Voronoi cells, for each seed si, it computes
distances from si to the pixels within a 2S � 2S window
centered at si, where S � S is the expected spatial extent of
each Voronoi cell, and then assigns a pixel to the seed with
the least distance. This local search also distinguishes SLIC
from the conventional K-means method, which has to com-
pute the distances between si and every pixel in the image.
Second, it does not compute the center of mass using the
area integral in Eqn. (2). Instead, it finds the centroid ci as
the mean vector of all the pixels belonging to the Voronoi
cell.

Computational results show that 10 iterations are suffi-
cient in SLIC for most real-world images [12]. As a result,
SLIC has OðNÞ time complexity, which is independent of
the number of superpixels K. In contrast, the conventional
K-means method runs in OðKNNiterÞ, where Niter is the
number of iterations.

Fig. 1. Superpixels obtained by normalized cuts (NC) [6], the Felzenszwalb-Huttenlocher (FH) method [7], superpixel lattices (SL) [8], the graph-cut-
based energy optimization method (GraphCut) [9], turboPixels [10], VCells [11], simple linear iterative clustering (SLIC) [12], structure-sensitive
superpixels (SSS) [14], manifold SLIC (MSLIC) [13] and our method. The user-specified number of superpixels is 300, and the actual numbers are
shown in brackets. Only SL and intrinsic MSLIC can match the user’s input. Both FH and SL generate under-segmentations in content-rich regions
due to the lack of a compactness constraint, whereas the other methods produce regular superpixels. It is worth noting that only SSS, MSLIC and
IMSLIC can produce content-sensitive superpixels. IMSLIC outperforms the other methods in terms of under-segmentation error, boundary recall
and achievable segmentation accuracy. See Section 6 for a detailed comparison and evaluation. Images are provided in high resolution for zoom-in
examination.
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3 OVERVIEW

Both MSLIC [13] and the proposed intrinsic MSLIC extend
SLIC to compute content-sensitive superpixels; furthermore
the proposed method inherits all the favourable features of
SLIC, such as simplicity and high performance.

As in SLIC [12], we represent the colour in the CIELAB col-
our space and denote by cðu; vÞ ¼ ðlðu; vÞ; aðu; vÞ; bðu; vÞÞ the
colour at pixel ðu; vÞ in the image I. Then, we define a stretch-
ing mapF : I ! R5 to send pixels to a 2-manifoldM embed-
ded in the 5-dimensional combined image and colour space,

Fðu; vÞ ¼ ð�1p; �2cÞ ¼ ð�1u; �1v; �2l; �2a; �2bÞ; (4)

where �1 and �2 are global stretching factors. We set �1 ¼ 1
Ns

and �2 ¼ 1
Nc

and adopt the same Euclidean metric D in Eqn.
(1) in the combined image and colour space R5. The metric
D remains the same for all images.

For a pixel p ¼ ðu; vÞ, we denote by tup the unit square
1� 1 centered at p. Refer to Fig. 2. Let a1; a2; a3 and a4 be the
four corners of tup, each of which is determined by the aver-
age of the four neighbouring pixels. The square tup consists
of two triangles, i.e., tup ¼~a1a2a3

S
~a3a4a1. Then we

approximate the area of the curved triangle Fð~a1a2a3Þ by
the area of the planar triangle~Fða1ÞFða2ÞFða3Þ,

AreaðFð~a1a2a3ÞÞ � 1

2
kFða2ÞFða1Þ
��������!kkFða2ÞFða3Þ��������!k sin u;

where u is the angle between vectors Fða2ÞFða1Þ
��������!

and
Fða2ÞFða3Þ
��������!

, and the length kFðxÞFðyÞ������!k is measured using
the metric D in Eqn. (1). AreaðFð~a3a4a1Þ can be computed

similarly. The area of a region FðVÞ � M is simply the sum
of AreaðFðtupiÞÞ for all pixels pi 2 V.

Our method is based on an important observation: for a
region V � I � R2, the area of the corresponding region
FðVÞ �M on M depends on both the area of V and the
intensity or colour variation in V. The higher the variation
of colours in V, the larger the area of FðVÞ, and vice versa.
If we can compute a uniform tessellation onM, the inverse
mapping F�1 will induce the content-sensitive tessellation on
I. See Fig. 3.

To find a uniform tessellation onM, MSLIC [13] computes
the restricted centroidal Voronoi tessellation (RCVT), which
restricts the Euclidean centroidal Voronoi tessellation inR5

VR5ðgiÞ ¼ fx 2 R5jkx� gik2 � kx� gjk2;

8j 6¼ i; gi; gj 2 Gg; andgi ¼
R
x2V

R5 ðgiÞ xdxR
x2V

R5 ðgiÞ 1dx
;

(5)

toM as

RCVT ðG;MÞ ¼ fVMðgiÞ 6¼ ;j8gi 2 Gg; (6)

where G is a generator set and VMðgiÞ , M
TVR5ðgiÞ.

One problem in RCVT is that certain Voronoi cells can
consist of disjoint components; see Figs. 4a and 4b. We
observe that in real images, Voronoi cells in RCVT consist-
ing of disjoint components frequently appear; see Fig. 5 for
an example. Accordingly, a split-and-merge operator with

Fig. 2. Measuring area on the 2-manifoldM embedded in R5.

Fig. 3. Overview of a uniform tessellation on a synthetic greyscale image
I. (a) We represent I as a 2-manifold embedded in R3, denoted by
M¼ Fðu; vÞ � R3, whose area elements are a good measure of content
density in I. (b) A uniform tessellation of Kð¼ 16Þ seeds fsigKi¼1 in I
leads to a non-uniform tessellation onM. (c) A uniform Voronoi tessella-
tion onM, in which all cells are similar in size and conform to the geo-
metric features on the surface, induces the content-sensitive
superpixels in the image domain.

Fig. 4. Restricted Voronoi tessellation (RVT) and geodesic Voronoi tes-
sellation (GVT). (a) Given a set of generators G ¼ fg1; g2; � � � ; g6g on a 2-
manifoldM, the restricted Voronoi tessellation RVT has a Voronoi cell
V ðg1Þ consisting of two disjoint components. (b) In the RVT, Voronoi cell
V ðg1Þ is bounded by five trimmed planes, which are bisectors of fg1; gjg,
j ¼ 2; 3; � � � ; 6, respectively. (c) With the same set G, all Voronoi cells in
the geodesic Voronoi tessellation (GVT) are simply connected.

Fig. 5. (a) A 400� 400 grey image. (b) The RCVT on the 2-manifold
M¼ FðIÞ. (c) The Voronoi cells consisting of disjoint components in
RCVT are shown by colours. (d) Superpixels computed by MSLIC [13]
without the split-and-merge postprocessing. (e) The GCVT proposed in
this paper, in which each of its Voronoi cells is simply connected. (f)
Superpixels output from intrinsic MSLIC proposed in this paper.
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extra heuristic parameters has to be used in MSLIC to merge
tiny superpixels and split large superpixels. The number of
output superpixels can only approximate the number desig-
nated by users. Furthermore, the optimal values of extra
heuristic parameters in the split-and-merge operator may
vary between different image data sets, resulting in bad
scalability for MSLIC.

In this paper, we propose an intrinsic MSLIC that com-
putes a uniform tessellation onM by computing a geodesic
centroidal Voronoi tessellation (GCVT). The formulation of
GCVT is presented Section 4, and a simple and fast approxi-
mation solution for computing GCVT is presented in
Section 5. Due to the geodesic metric, each Voronoi cell in
GCVT is guaranteed to be a simply connected region and
intrinsic MSLIC can output the exact number of superpixels
designated by users. Intrinsic MSLIC is simple and fast,
without heuristic parameters to tune.

Table 1 summarizes the notations used in this paper.

4 GEODESIC VORONOI TESSELLATION AND GCVT

Let S ¼ fsijsi 2 I; 1 � i � Kg be the set of seeds in the
image I andG ¼ fFðsiÞgKi¼1 be the set of corresponding gen-
erators on the manifold M. The geodesic Voronoi cell
VgðFðsiÞÞ onM is defined as

VgðFðsiÞÞ ¼ fx 2 M : dgðx;FðsiÞÞ � dgðx;FðsjÞÞ;
8j 6¼ i; 1 � i; j � Kg; (7)

where dgðx; yÞ is the geodesic distance between x and y on
M. The geodesic Voronoi tessellation GVT ðG;MÞ of G on
M is the union of all Voronoi cells, i.e., GVT ðG;MÞ ¼
[Ki¼1VgðFðsiÞÞ.
Definition 1. For each geodesic Voronoi cell VgðFðsiÞÞ, the

nominal mass centroid mi of VgðFðsiÞÞ onM is defined to be
the solution of the following problem

min
z2M
EiðzÞ; where EiðzÞ ¼

Z
y2VgðFðsiÞÞ

d2gðy; zÞdy: (8)

Since VgðFðsiÞÞ and M are non-empty compact sets in
Rn, by a simple adaption of Lemma 3.4 in [17] and Theorem

1.13 in [19], it can be shown that EiðzÞ is continuous and has
at least one global minimum point in VgðFðsiÞÞ.
Definition 2. LetX ¼ fxigKi¼1 be a set of points onM. A geode-

sic Voronoi tessellation GVT ðX;MÞ is a geodesic centroidal
Voronoi tessellation (GCVT) if each generator xi 2 X is the
nominal mass centroid of its geodesic Voronoi cell.

Theorem 1. Let M be a 2-manifold embedded in Rn and
K 2 Zþ a positive integer. For an arbitrary set of points
X ¼ fxigKi¼1 2M and an arbitrary tessellation fVigKi¼1 onM,S K

i¼1Vi ¼M, Vi

T
Vj ¼ ;, 8i 6¼ j, define the CVT energy

functional as follows:

E fðxi; ViÞgKi¼1
� �

¼
XK
i¼1

Z
y2Vi

d2gðy; xiÞdy: (9)

Then the necessary condition for E being minimized is that
fðxi; ViÞgKi¼1 is a GCVT ofM.

Proof. The proof consists of two parts: (1) if fVigKi¼1 is fixed,
then minimization of E requires that each xi is the nomi-
nal mass centroid of Vi, and (2) if fxigKi¼1 is fixed, then
minimization of E requires that fVigKi¼1 is the geodesic
Voronoi tessellation GVT ðX;MÞ.

First, by fixing fVigKi¼1 and fxigKi¼1 except for a single
point xj, we have

EðxjÞ ¼
Z
y2Vj

d2gðy; xjÞdyþ C;

where C is a constant. By Definition 1, to minimize EðxjÞ,
xj is the nominal mass centroid of the region Vj.

Second, we fix the positions of points in X and choose
a tessellation fVigKi¼1 other than the geodesic Voronoi tes-
sellation GVT ðX;MÞ ¼ [Ki¼1VgðxiÞ. Then we compare
Eðfðxi;VgðxiÞÞgKi¼1Þ with Eðfðxi; ViÞgKi¼1Þ. For any point
y 2M belonging to a Voronoi cell VgðxiÞ, we have

dgðy; xiÞ � dgðy; xjÞ; xj 2 X: (10)

Since fVigKi¼1 is not a Voronoi tessellation, Eqn. (10) must
hold with strict inequality over some measure nonzero
set inM. Accordingly,

Eðfðxi;VgðxiÞÞgKi¼1Þ < Eðfðxi; ViÞgKi¼1Þ:

Thus E is minimized when fVigKi¼1 are chosen to be
fVgðxiÞgKi¼1. tu
In Section 5, the GCVT onM is computed by the Lloyd

method [18], which iteratively moves each generator to the
corresponding nominal mass centroid:

1) Select an initial set ofXj ¼ fxj
igKi¼1, j ¼ 0, onM;

2) Construct GVT ðXj;MÞ;
3) Compute the nominal mass centroid of each Voronoi

cell Vgðxj
iÞ in GVT ðXj;MÞ and place all centroids

into a new setXjþ1;
4) If Xjþ1 satisfies termination conditions, then stop;

otherwise, let j jþ 1 and return to Step 2.
The convergence of the Lloyd algorithm derives directly

from the proof of Theorem 1

TABLE 1
Major Notations Used in This Paper

MSLIC Extrinsic manifold SLIC [13]
IMSLIC Intrinsic manifold SLIC proposed in this paper
S ¼ fsi 2 IgKi¼1 The set ofK seeds in image I

G ¼ fFðsiÞgKi¼1 The set ofK generators on image manifoldM
dgðx; yÞ Geodesic distance between x and y onM
VgðFðsiÞÞ Geodesic Voronoi cell (GVC) of the generator

FðsiÞ onM
GVT ðG;MÞ ¼ Geodesic Voronoi tessellation (GVT) of G onM
[Ki¼1VgðFðsiÞÞ
GCVT ðG;MÞ Geodesic centroidal Voronoi tessellation (GCVT)

of G onM
GðP;EÞ Weighted image graph whose node set P includes

all pixels in I and E includes edges e ¼ ðpi; pjÞ
with weights lðeÞ ¼ kFðpiÞ �FðpjÞk2, where pi
and pj are neighboring pixels in 8-connectivity.
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EðXjþ1; GVT ðXjþ1;MÞÞ � EðXjþ1; GVT ðXj;MÞÞ
� EðXj;GVT ðXj;MÞÞ:

(11)

Compared with the constrained CVT (CCVT) [20] and
the restricted CVT (RCVT) [13], our proposed nominal mass
centroids and GCVT use the geodesic distance on M that
guarantee the single connectivity of each Voronoi cell.

5 COMPUTING GEODESIC CVT

It is expensive to compute exact GVTs on curved manifolds
[21], [22], [23]. To quickly compute GCVTs on image mani-
foldM, we propose four key ingredients: (1) a good initiali-
zation of generators onM (Section 5.1), (2) a local adaptive
search strategy for Voronoi cells (Section 5.2), (3) discrete
geodesics on an image graph (Section 5.3), and (4) a fast
approximate solution to nominal mass centroid (Section
5.4). We refer to our method as intrinsic MSLIC (IMSLIC); its
pseudo-code is presented in Algorithm 1.

Algorithm 1. Intrinsic MSLIC

Input: An image I of N pixels, the desired number of superpix-
els K, the maximal number of iterations itermax and the
convergence threshold ".

Output:K content-sensitive superpixels.

1: Randomly initialize seeds fsigKi¼1 with uniform distribution
(Section 5.1).

2: Initialize label lðpÞ ¼ �1 and distance dðpÞ ¼ 1 for each
pixel p.

3: Initialize the residual error err ¼ 1 and iter ¼ 0.
4: Compute AreaðFðtupÞÞ for each pixel p 2 I (Section 3).

5: Compute a local search range X ¼ 4
PK

i¼1 AreaðFðtupi ÞÞ
K .

6: while err > " and iter � itermax do
7: for each seed si do
8: Compute AreaðFðVðsiÞÞÞ of a 2S � 2S region VðsiÞ

centered at si.
9: Compute a scaling factor �i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X

AreaðFðVðsiÞÞÞ
q

.
10: end for
11: for each seed si do
12: for each pixel p in a 2�iS � 2�iS region centered at si do
13: Compute the geodesic distanceD ¼ dgðFðsiÞ;FðpÞÞ

(Section 5.3).
14: ifD < dðpÞ then
15: dðpÞ ¼ D; lðpÞ ¼ i.
16: end if
17: end for
18: end for
19: err ¼ 0.
20: for each seed si do
21: Compute AreaðVMðFðsiÞÞÞ.
22: Compute the nominal mass centroidmi of VgðFðsiÞÞ

(Section 5.4) and set ci ¼ P ðmiÞ using Eqn. (12).
23: err += dpðFðciÞ;FðsiÞÞ.
24: si  ci.
25: end for
26: iter ++.
27: end while

5.1 Initialization

The Lloyd algorithm specified by Eqn. (11) is a local optimi-
zation method, and a good initialization is important to

achieve good performance. The goal of our content-sensitive
superpixels is to compute a uniform tessellation on M.
Then a good initialization is a set of generators fFðsiÞgKi¼1
that are uniformly distributed onM.

To quickly generate a good initialization, we randomly
generateK samples onMwith uniform distribution. First we
generate an array A with its indices related to the number of
pixels in I, i.e., A½i	 corresponds to the pixel pi 2 I. Each ele-
ment in A stores the accumulated pixel areas, i.e., A½i� 1	 ¼Pi

j¼1 AreaðFðtupjÞÞ. Second, we apply a random number gen-
erator using a computer’s real time clock as the seed to sample
between 0 and A½N � 1	. Finally, each generated random
number x offers a random sample FðpjÞ on M, where the
index j satisfies A½j� 1	 < x � A½j	. If a point FðpjÞ is sam-
pled twice, another new point is randomly sampled.

When projecting randomly and uniformly distributed
samples back to the image by the inverse map F�1 :M! I,
they are dense in content-dense regions and sparse in other
regions (Fig. 6a). Starting with the proposed initialization,
IMSLIC (Algorithm 1) can generate better superpixels than
MSLIC [13] (Figs. 6b, 6c, and 6d) in terms of the commonly
used quality measures (Table 2); see Section 6 for detailed
discussions.

5.2 A Local Adaptive Search Strategy

The bottleneck of the Lloyd method is constructing the Vor-
onoi tessellation GVT ðG;MÞ for the set of seeds G ¼
fFðsiÞgKi¼1. Inspired by the local search strategy in SLIC, we
develop a local method to approximate GVT ðG;MÞ in OðNÞ
time.

Fig. 6. Comparison of different initializations with K ¼ 300. The com-
monly used quality measures on these superpixels resulting from differ-
ent initializations are summarized in Table 2.
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Observe that GCVT tends to generate uniform geodesic
Voronoi cells (GVCs) on M. Therefore, the area of each
GVC is roughly AreaðMÞ

K . To speed up the construction of a
GVC, we limit the size of the search area for each generator
to X ¼ 4AreaðMÞ

K . To quickly find the limited search areas, for
each GVC onM, we project its nominal mass centroid back
to the image plane by

P ðmÞ ¼ ðu; vÞ; (12)

where m ¼ ðu; v; �2�1 l;
�2
�1
a; �2�1

bÞ 2 R5. We use a 2S � 2S region
V centered at P ðmÞ in the image I as the initial guess, where
S ¼ ffiffiffiffiffiffiffiffiffiffiffi

N=K
p

. Then we adjust the local region V by calculat-
ing an adaptive scaling factor � ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X=AreaðFðVÞÞp
. Finally

we approximate the limited searching area by the set
fFðpÞjp 2 V0 � Ig, where V0 is the 2�S � 2�S region cen-
tered at P ðmÞ in image I.

Now we show that Algorithm 1 runs in OðNÞ time,
which is independent of the number of superpixels K. The
key is to show that the scaling factor �i for each GVC is
bounded by a constant cmax ¼ maxfAreaðFðtupjÞÞ; pj 2 Ig,
which is determined by the colour variation of the image I.

To see this, note that �i reaches the maximum when Area

ðFðViÞÞ is minimum. AreaðFðViÞÞ is minimized when

FðViÞ is flat (has the same colour), i.e., AreaðFðViÞÞ ¼ 4S2 ¼
4N=K. Therefore, �i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X=AreaðFðViÞÞ

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
AreaðMÞ=Np �ffiffiffiffiffiffiffiffiffi

cmax
p

.

In each local search region, there are at most
2�iS � 2�iS � 4cmaxN=K pixels. Then the total number of
visited pixels in theK search regions is bounded by 4cmaxN .
The discrete geodesic algorithm in Section 5.3 assigns geo-
desic distances from all samples FðpiÞ, 8pi 2 I, to their near-
est generators in OðNÞ amortized time. Putting it all
together, Algorithm 1 takes linear amortized time OðNÞ.

5.3 Discrete Geodesics

To compute the geodesic distance on the image manifold
M, we build a weighted image graph GðP;EÞ as follows.
The node set P includes all pixels in the image I. An edge
e ¼ ðpi; pjÞ is in E if pi and pj are 8-connected neighbouring
pixels in I. The weight for each edge e is

lðeÞ ¼ kFðpiÞ �FðpjÞk2, where k � k2 is the Euclidean dis-
tance in R5.

In Algorithm 1 (line 13), for each generator FðsÞ, we need
to compute geodesic distances from all samples in the lim-
ited search area FðV0ðsÞÞ � M to FðsÞ. Let GsðPs; EsÞ be an
induced subgraph of G, in which Ps contains all pixels in
V0ðsÞ and Es ¼ fðpi; pjÞ 2 E : pi; pj 2 Psg. We can apply
Dijkstra’s algorithm on the weighted subgraph Gs to com-
pute the shortest paths from FðsÞ to all pixels in Ps, which
serve as discrete geodesics onM.

In each local search region, there are at most 2�S � 2�S �
4cmaxN=K pixels. Dijkstra’s algorithm maintains a priority
queue Q and runs in OðNK log ðNKÞÞ time. In particular, by
extracting the pixel with the smallest label inQ at each itera-
tion, Dijkstras algorithm is known as a label setting method,
since the pixels extracted from Q are permanently labelled
and never re-enter Q. In IMSLIC, we adopt a label correcting
method [24] that maintains a bucket data structure B. Each
bucket in B is implemented as a first-in-first-out queue,
such that the selection of the to-be-processed pixel takes
only Oð1Þ time, at the expense of multiple entrances of
nodes in B. Among many label correcting schemes [25],
[26], we observed that the threshold scheme (Section 2.4.4 in
[26]) performs very well in our practice and significantly
outperforms the original Dijkstras algorithm on real-world
sparse graphs. The threshold scheme that we implemented
runs in amortized time OðN=KÞ [26]. Therefore, in Algo-
rithm 1, the discrete geodesic computation for all K local
search regions takes linear amortized time OðNÞ.

5.4 A Fast Approximate Solution to Nominal Mass
Centroid Computation

Given a GVC VgðFðsiÞÞ � M, it is generally difficult and
expensive to compute its nominal mass centroid mi as in
Definition 1. We propose a simple and fast method to esti-
mate it as follows.

Let Gv ¼ ðPv;EvÞ be a subgraph of GðP;EÞ induced by
VgðFðsiÞÞ, i.e., Pv includes all pixels in fpj : FðpjÞ 2 Vg
ðFðsiÞÞg, and Ev ¼ fðpi; pjÞ 2 E : pi; pj 2 Pvg. Our idea is to
embed the subgraph Gv in R2 and ensure that the length of
each embedded edge is as close to its weight as possible. Since
discrete geodesics are computed as the shortest paths in Gv, if
the length of each embedded edge is preserved, the geodesic
distance is also preserved. To realize the idea with low
computational overhead, we use the landmark MDS (LMDS)
algorithm [27]. Let pi ¼ si, and pj and pk are two arbitrary pix-
els in Gv, i 6¼ j 6¼ k. Without loss of generality, assume
dgðFðpiÞ;FðpjÞÞ 
 dgðFðpjÞ;FðpkÞÞ 
 dgðFðpiÞ;FðpkÞÞ. To make
our embedding robust, we require that dgðFðpiÞ; FðpkÞÞþ
dgðFðpjÞ;FðpkÞÞ > 1:2dgðFðpiÞ;FðpjÞÞ. Otherwise, we arbi-
trarily choose another pixel until this property holds. The
three samples FðpiÞ, FðpjÞ and FðpkÞ are the landmarks in the
general position.

LMDS [27] operates in two steps:

� First, three landmarks are embedded into R2. Let

D3 ¼
0 d2gði; jÞ d2gði; kÞ

d2gðj; iÞ 0 d2gðj; kÞ
d2gðk; iÞ d2gðk; jÞ 0

0
B@

1
CA;

TABLE 2
The Commonly Used Quality Measures (See Section 6 for
Details on USE, ASA and BR) for the Superpixels Shown in
Fig. 6. The Number of Output Superpixels Is Denoted as
#output_sp. Only IMSLIC Can Produce Exactly the Same

Number of Superpixels Required by the User. Starting with Any
of Three Random Initializations, IMSLIC Always Outperforms
MSLIC. IMSLIC with Random Initializations Also Outperforms

IMSLIC and MSLIC with Uniform Initializations

Metric USE ASA BR #output_sp

Random IMSLIC 0.045 0.993 0.919 300
initialization 1 MSLIC 0.066 0.982 0.828 355
Random IMSLIC 0.041 0.993 0.926 300
initialization 2 MSLIC 0.061 0.986 0.874 350
Random IMSLIC 0.049 0.993 0.924 300
initialization 3 MSLIC 0.056 0.989 0.876 334
Uniform IMSLIC 0.065 0.982 0.817 300
initialization 3 MSLIC 0.060 0.984 0.864 366
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where d2gðx; yÞ ¼ d2gðFðpxÞ;FðpyÞÞ,

H3 ¼
�1=3 2=3 2=3
2=3 �1=3 2=3
2=3 2=3 �1=3

0
@

1
A;

and B3 ¼ �H3D3H3=2. Denote the eigenvalues and
corresponding eigenvectors (written as column vec-
tors) of B3 as �1 
 �2 
 �3 
 0 and v1, v2 and v3
respectively. The optimal embedding vectors of the
three landmarks are the rows of the matrixffiffiffiffiffi

�1

p
v1

ffiffiffiffiffi
�2

p
v2

ffiffiffiffiffi
�3

p
v3

� 	
.

� Second, we embed the remaining pixels in Gv into R2.

Let pl be a pixel in Gv, l 6¼ i; j; k, and let Dk ¼
d2gðl; iÞ d2gðl; jÞ d2gðl; kÞ
� 	T

be a column vector. The
optimal embedding vector of pl is computed by

v1=
ffiffiffiffiffi
�1

p
v2=

ffiffiffiffiffi
�2

p
v3=

ffiffiffiffiffi
�3

p� 	T ðD3 � DkÞ=2, where D3

is the column mean of D3.
If the square geodesic distances between FðplÞ and the

three landmarks are known, the embedding position of a
pixel pl can be simply computed by multiplying a 3� 3
matrix by a 3� 1 column vector. Since pi is the seed si, the
geodesic distance between each FðplÞ and the generator
FðsiÞ is already known.2 We only need to run the threshold
algorithm twice starting at FðpjÞ and FðpkÞ.

After Gv is embedded into R2, the nominal mass centroid
mi is approximated by a point onMwhose embedded point
is the planarmass centroid of all embedded pixels in Gv.

6 EXPERIMENTAL RESULTS

We implemented IMSLIC in C++ and tested it on a PC with
an Intel E5-2650 CPU (2.60 GHz) and 64 GB RAM. The exe-
cutable of IMSLIC is available.3 We compared IMSLIC with
eleven representative methods: NC [6], FH [7], SL [8],
GraphCut [9], TurboPixels [10], VCell [11], GGM [15],
SEEDS [28], SLIC [12], SSS [14] and MSLIC [13]. The com-
parison was performed on two datasets: the Berkeley Seg-
mentation Dataset (BSDS500) [29] and the NYU Depth
Dataset (NYUV2) [30], where each image has a ground-
truth segmentation. Except for SSS, which was implemented
by us, we used the source code of all other methods pro-
vided by the authors. We also examined the segmentation
effect using different superpixels in an image contour clo-
sure application [16]. Quantitative and qualitative results
showed that IMSLIC outperforms these representative
methods in terms of commonly used quality measures for
superpixels (Sections 6.1 and 6.2) and the F-measure in the
application (Section 6.3).

6.1 BSDS500 Results

BSDS500 consists of 500 natural images with a resolution of
482� 321. We evaluate the methods by averaging the com-
monly used performance metrics on all 500 images. The
metrics include adherence to boundaries, achievable seg-
mentation accuracy, and run time. Because IMSLIC adopts
a random initialization, we report the average results of 100
initializations.

Adherence to Boundaries. As dense over-segmentation of
images, superpixels should well preserve the boundary of
ground-truth segmentations. Under segmentation error and
boundary recall are the standard measures for boundary
adherence [10], [12], [14]. The former measures the tightness
of superpixels that overlap with a ground-truth segmenta-
tion, and the latter measures what fraction of the ground
truth edges fall within at least two pixels of a superpixel
boundary. Denote a ground-truth segmentation of an image
as G ¼ fg1; g2; � � � ; glg, and a superpixel over-segmentation
as S ¼ fs1; s2; � � � ; srg. The under-segmentation error EU of
a segment gi is defined as

EU ¼
P
fsj2S:Areaðsj\giÞ>BjgAreaðsjÞ �AreaðgiÞ

AreaðgiÞ ;

where AreaðxÞ is the image area (in pixels) of a segment x,
and we follow [12] to set Bj to 5 percent of AreaðsjÞ. EU of
an image is the average of all segments in G. Boundary
recall is defined as the faction of the ground-truth edges fall-
ing within a two-pixel distance from at least one superpixel
boundary. A high boundary recall means that very few true
edges are missed. As shown in Figs. 7a and 7b, superpixels
generated by IMSLIC, VCells and GGM have the lowest
under-segmentation error (for K > 300) and the highest
boundary recall ratio, demonstrating the ability of these
three methods to adhere to image boundaries.

Achievable Segmentation Accuracy (ASA). Superpixels can
be used as a preprocessing step for the subsequent segmen-
tation algorithms. ASA, defined as the highest accuracy in
all possible segmentations that use superpixels as input, is
the upper bound of accuracy of a segmentation [14]. The
ASA of an image I is defined as

ASAðIÞ ¼
P

sj2S maxgi2GfAreaðsj \ giÞgP
gk2G AreaðgkÞ :

In general, the more superpixels there are, the better ASA
one can obtain. As shown in Fig. 7c, the superpixels pro-
duced by IMSLIC, VCells and GGM have the best ASA val-
ues forK 
 300.

Runtime Performance. Similarly to SLIC and MSLIC,
IMSLIC has OðNÞ time complexity, which is independent of
the number of superpixels K. Fig. 7d plots the runtime
curves for all testing methods, showing that NC is much
slower than the other methods. Therefore we exclude NC
for further comparison. Figs. 7e and 7f plot the runtime
curves for the remaining methods with respect to super-
pixel number and image size, respectively. We observe that
SEEDS, FH, SLIC, SL and MSLIC are the fastest algorithms
(MSLIC is 2 times faster than IMSLIC) and IMSLIC is signifi-
cantly faster than the other methods. For example, IMSLIC
runs 10 times faster than SSS for K 2 ½400; 700	, 10 times
faster than VCells and 2 times faster than GGM for allK.

Random versus Uniform Initialization in IMSLIC. A good
initialization is important for IMSLIC. In Section 5.1, we
propose a random strategy that considers content sensitivity
in initialization. Fig. 6a illustrates three random initializa-
tions and Table 2 shows that random initialization produces
consistently better results than those of uniform initializa-
tion. We further compare random and uniform

2. These geodesic distances have already been computed to deter-
mine the GVC VgðFðsiÞÞ (line 13 in Algorithm 1).

3. http://47.89.51.189/liuyj/
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initializations in IMSLIC on the entire BSDS500 dataset. For
each image i, we run IMSLIC with 100 random initializa-
tions. For each of the three measures (i.e., under segmenta-
tion error, boundary recall, and ASA), we compute the
metric value on each result and compute the mean Ei and
the standard deviation si of the 100 results. Then we com-
pute the mean of Ei, i.e., E ¼ 1

500

P500
i¼1 Ei, and the mean of

standard deviations Es ¼ 1
500

P500
i¼1 si of 500 images in

BSDS500. The results are presented in Fig. 8, which demon-
strate that (1) random initialization is consistently better
than uniform initialization for K 2 ½200; 700	 on the entire
BSDS500 dataset, and (2) the variance from random initiali-
zations is small, implying that IMSLIC is numerically stable.

Among the three content-sensitive methods, SSS, MSLIC
and IMSLIC, IMSLIC exhibits the best performance despite

being 2 times slower than MSLIC. Due to the inferior perfor-
mance of SSS, we did not compare it further in Sections 6.2
and 6.3.

GGM, VCells and IMSLIC exhibit the best overall perfor-
mance and achieve a good balance among the metrics USE,
BR, ASA and run time. However, VCells is based on an
edge-weighted centroidal Voronoi tessellation (EWCVT)
[31] that clusters pixels in a colour space and does not con-
sider pixels’ connectivity. Therefore, the pixels that have the
same label (corresponding to a cluster) can have many
disjoint components. Although VCells further applies a
Looking-Nearest-Neighbor (LNN) strategy to reduce the
probability of segment breaking, the case in which one label
has multiple disjoint components still exists. In a postpro-
cess, VCells simply extracts all of the connected components

Fig. 7. Evaluation of eleven representative algorithms and our method (IMSLIC) on the BSDS500 benchmark for K 2 ½200; 700	. Superpixels pro-
duced by IMSLIC, VCells, and GGM have the lowest under-segmentation error (for K > 300), the highest boundary recall ratio (for all K) and the
best ASA values (for K > 300). SEEDS, FH, SLIC, SL, and MSLIC are the five fastest algorithms and IMSLIC is significantly faster than the other
six algorithms. IMSLIC achieves a good balance of under-segmentation error, boundary recall, ASA and run time.

Fig. 8. Comparison of random and uniform initializations in IMSLIC on the BSDS500 benchmark for K 2 ½200; 700	. The average results of 100 ran-
dom initializations are reported and the bars indicate �1 the mean of standard deviations (see text for details).
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in superpixels and relabels them. Therefore, VCells may
produce more superpixels than that specified by the user.
For example, for the image shown in Fig. 1f, VCells outputs
352 superpixels whereas the user inputs K ¼ 300. We sum-
marize the statistical data pertaining to the exact numbers
of superpixels produced by VCells on all images in
BSDS500 in Table 3. The results show that VCells frequently
outputs a much larger number of superpixels. In the appli-
cation involving image contour closure (Section 6.3), the
characteristic of multiple disjoint components in one label
makes VCells the worst method for generating superpixels.

GGM [15] uses an objective function that separates spatial
compactness and colour homogeneity. Although it exhibits
good performance on the metrics USE, BR and ASA, the
superpixels produced by GGMhave strongly curved bound-
aries. To demonstrate this attribute, we introduce the com-
pactness metric, which is another important measure of
superpixels [32]. The compactnessmetric is defined as

C ¼
X
s2S

Qs
jsj
jIj ; where Qs ¼ 4pAs

L2
s

; (13)

jsj and jIj are the number of pixels in superpixel s and
image I respectively, and As and Ls are the area and perim-
eter of s, respectively. Qs ¼ 1 if s is circular and Qsð< 1Þ
decreases for less compact shapes. C � 1, and the larger the
value of C for a superpixel over-segmentation S is, the more
compact S is. Fig. 10a shows the compactness values of four
representative methods (GGM, VCells, MSLIC and IMSLIC)
on BSDS500. Fig. 10b shows the results on the NYUV2 data-
set presented in Section 6.2. The results show that IMSLIC
and MSLIC have the best compactness values. Fig. 9 shows
quantitative results that compare the compactness of GGM
and IMSLIC. These examples demonstrate that

� superpixels from IMSLIC are content-sensitive
whereas those from GGM are nearly uniform, and

� superpixels from IMSLIC have a more regular
boundary and thus better compactness than those
from GGM.

As discussed in Section 6.3, IMSLIC superpixels exhibit
better segmentation performance than GGM superpixels,
because compact superpixels are more spatially coherent
than non-compact ones.

6.2 NYUV2 Results

NYUV2 consists of 1,449 indoor-scene images with a resolu-
tion of 640� 480. For each colour image, a depth image is

also provided. After aligning undistorted depth images with
colour images, we further crop the images to a resolution of
625� 468 to remove small unlabelled boundary regions.

TABLE 3
The Statistical Data Pertaining to the Exact Numbers of

Superpixels Produced by VCells on the Images in BSDS500

User-specified
number of
superpixels

Actual numbers of superpixels
generated by VCells on BSDS500

min num mean value max num

200 201 548.824 3,283
300 301 707.190 4,360
400 400 859.724 5,249
500 501 1,003.608 5,974
600 599 1,140.548 6,285
700 696 1,284.734 6,686

Fig. 10. The compactness metric of four representative methods on the
BSDS500 and NYUV2 benchmarks forK 2 ½200; 700	.

Fig. 9. Quantitative comparison of compactness of GGM and IMSLIC.
The results of IMSLIC exhibit content sensitivity and a regular superpixel
shape, leading to good compactness. Superpixels in GGM show
strongly curved boundaries, leading to bad compactness.
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By mapping an RGBD image to a 2-manifold in R6 ¼
ð�2l; �2a; �2b; �1d; �1u; �1vÞ, where ðl; a; bÞ is the CIELAB col-
our, d is the depth, ðu; vÞ is the pixel location, and �1 and �2

are the factors defined in Eqn. (4), SLIC, MSLIC and IMSLIC
are naturally extended to include the depth dimension in
the metric (1) [12]. Although segmentation algorithms that
are specially designed for RGBD images exist (e.g., [33]),
SLIC, MSLIC, and IMSLIC are general for both RGB and
RGBD images.

Eight superpixel methods, including three (SLIC, MSLIC
and IMSLIC) that can incorporate the depth information and
five (VCells, TurboPixels, GraphCut, SL and GGM) that only
operate with colour images, are compared on the NYUV2
dataset. As shown in Figs. 11a and 11c, IMSLIC exhibits the
best performance on the USE and ASA metrics. Fig. 11b
shows that GGM, SL and IMSLIC exhibit the best perfor-
mance on the BRmetric. Fig. 11d shows that SLIC, SL,MSLIC
and IMSLIC are the four fastest methods. MSLIC is 2 times
faster than IMSLIC, whereas IMSLIC is 1.5, 5, 5.5 and 8 times
faster thanGGM,GraphCut, VCells and TurboPixels, respec-
tively. Note that our method shows consistently better com-
pactness than GGM in NYUV2 (Fig. 10b). The consistently
good performance of IMSLIC on BSDS500 and NYUV2
shows that it has good scalability on different datasets.

Fig. 13 shows one example of an RGBD image in the
NYUV2 dataset. Note that in this example, the upper-right
corner outlined by a yellow rectangle in Fig. 12 is nearly
uniform in colours (Fig. 13a), but there is a sharp change in
depth values (Fig. 13b). The superpixels produced by those
methods based on only colour information cannot reflect
this sharp depth change (Figs. 12a, 12b, 12c, 12d, and 12e).
Due to the Euclidean metric, SLIC and MSLIC still cannot
reflect this sharp depth change in superpixels (Figs. 12f, and
12g). Taking advantage of intrinsic geodesic distance, only

Fig. 11. Evaluation of seven representative algorithms and our method (IMSLIC) on the NYUV2 benchmark for K 2 ½200; 700	. Superpixels produced
by IMSLIC have the least under segmentation error (USE) and the highest achievable segmentation accuracy (ASA) ratio. SL, GGM, and IMSLIC
have the highest boundary recall ratio, however, IMSLIC is 1.5 times faster than GGM.

Fig. 12. Superpixel results of eight representative algorithms on the RGBD image shown in Fig. 13. TurboPixels, GraphCut, SL, VCells and GGM do not
use the depth information, and therefore, their superpixels cannot capture the depth change in the upper-right corner (outlined by yellow rectangle). SLIC,
MSLIC, and IMSLIC can use the depth information. However, due to the Euclidean metric used in SLIC, and MSLIC, their superpixels still cannot capture
the sharp depth change.Only ourmethod, IMSLIC, can successfully generate content-and-depth-sensitive superpixels in the upper-right corner.

Fig. 13. An RGBD image in NYUV2. In the upper-right corner of the
scene, the colour is almost uniformly white; however, there is a sharp
change in depth. Superpixels generated by eight representative meth-
ods on this image are illustrated in Fig. 12.
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our method IMSLIC can capture this sharp depth change
(Fig. 12h).

Comparison of MSLIC and IMSLIC. Both MSLIC and
IMSLIC generate uniform tessellations on a 2-manifold M
and output content-sensitive superpixels. By using geodesic
metric, each Voronoi cell generated by IMSLIC is guaran-
teed to be a singly connected region, and thus, IMSLIC
guarantees to output the exact number of superpixels desig-
nated by the user. By comparison, due to the Euclidean met-
ric, one Voronoi cell generated by MSLIC may consist of
several disjoined components, and thus, a post-process of
split-and-merge has to be applied with some additional
heuristic parameters. Because IMSLIC does not require any
heuristic-based postprocessing, it is easy to use and shows
consistent performance on different image datasets.

6.3 Application to Image Contour Closure

Superpixels are an intermediate structure, designed to
reduce the complexity of subsequent image processing tasks
such as segmentation. We evaluate the performance of vari-
ous superpixels in an application of foreground segmenta-
tion [16] in which contour closure is detected for separating
a figure from the background. Observing that searching the
entire image space of all pixels is intractable; Levinshtein
et al. [16] proposed a novel framework that transforms the

problem of finding cycles of contour fragments into that of
finding subsets of superpixels such that the boundary of
union of these superpixels has strong edge support in the
image.

We use the source code of the framework developed by
Levinshtein et al. provided on the authors’ website to com-
pare eight representative superpixel methods. Two datasets
with ground-truth segmentations, the Weizmann Horse
Database (WHD) [34] and the Weizmann Segmentation
Database (WSD) [35], were used to conduct a quantitative
assessment. The average F-measure values for these two
datasets are summarized in Fig. 15, in which values vary
over the range ½0; 1	 and larger values indicate better results.
We also illustrate six qualitative results (three in WHD and
three in WSD) in Fig. 14. Both the quantitative and qualita-
tive results show that IMSLIC exhibits the best foreground
segmentation performance.

7 CONCLUSION

In this paper, we proposed the intrinsic MSLIC (IMSLIC),
which computes content-sensitive superpixels by construct-
ing an intrinsic GCVT on an image manifold. To efficiently
compute the GCVT at a low cost, we proposed a simple and
fast approximation to a closed-form solution. Compared

Fig. 14. Contour closure results on three examples in WHD (first three rows) and three examples in WSD (last three rows) using the superpixels gen-
erated by eight algorithms. The optimal closure contours are shown in red, and the boundaries of superpixels are shown in green. The F measure
value for each closure contour is shown below each image; the range of the F-measure values is ½0; 1	, and larger values indicate better results.
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with existing methods, IMSLIC has the following merits: (1)
IMSLIC better characterizes image edges by applying an
intrinsic geodesic metric, (2) IMSLIC has fewer parameters
and is easy to use on different image datasets, and (3)
IMSLIC can output the exact number of superpixels desig-
nated by the user. We compared IMSLIC with eleven repre-
sentative methods on the BSDS500 dataset and seven
representative methods on the NYUV2 dataset. Both quanti-
tative and qualitative results showed that IMSLIC outper-
forms other methods by achieving a good balance among
commonly used quality measures including compactness,
adherence to boundaries, achievable segmentation accuracy
and run time. We also studied different superpixels in an
application of image contour closure, and the results
obtained for two datasets WHD and WSD demonstrated
that IMSLIC achieves the best foreground segmentation per-
formance among eight superpixel methods.

IMSLIC can be extended to video superpixels (a.k.a.
supervoxels) by considering spatio-temporal coherence in
video frames. In particular, a propagation scheme was pro-
posed in [14] that extends structure-sensitive superpxels to
video superpixels. Following this scheme, we can compute
the superpixels using IMSLIC with random initialization in
the first frame. Instead of re-initializations at the subsequent
frames, we can apply an optical or a SIFT flow to find pixel
correspondences between adjacent frames. Then the centers
of superpixels (i.e., the generators of Voronoi cells) in a pre-
vious frame can be used as initial seeds in the next frame.
With these initial seeds, IMSLIC can converge fast to obtain
good temporally consistent superpixels in later frames. We
will study this extension with detailed performance analysis
in a future work.
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