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Abstract 
The film industry exerts significant economic and cultural influ-
ence, and its rapid development is contingent upon the expertise of 
industry professionals, underscoring the critical importance of film-
shooting education. However, this process typically necessitates 
multiple practice in complex professional venues using expensive 
equipment, presenting a significant obstacle for ordinary learners 
who struggle to access such training environments. Despite VR 
technology has already shown its potential in education, existing 
research has not addressed the crucial learning component of repli-
cating the shooting process. Moreover, the limited functionality 
of traditional controllers hinder the fulfillment of the educational 
requirements. Therefore, we developed VAction VR system, com-
bining high-fidelity virtual environments with a custom-designed 
controller to simulate the real-world camera operation experience. 
The system’s lightweight design ensures cost-effective and effi-
cient deployment. Experiment results demonstrated that VAction 
significantly outperforms traditional methods in both practice effec-
tiveness and user experience, indicating its potential and usefulness 
in film-shooting education. 
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1 Introduction 
The film industry, with its profound economic and cultural impact 
globally, necessitates the cultivation of skilled cinematographers 
for its sustained and positive development [6]. However, the de-
velopment of professional film-shooting skills requires extensive 
practical training [17]. This practice typically demands access to 
specific environments and specialized equipment, which signifi-
cantly increases costs. For example, the average price of professional 
filming equipment can exceed several thousand dollars, while stu-
dio rental fees can range from hundreds to thousands of dollars per 
day. These costs, coupled with complex setup procedures and the 
need for iterative practice, create significant barriers for students in 

https://orcid.org/0009-0000-5649-6824
https://orcid.org/0009-0009-7029-6285
https://orcid.org/0000-0001-6755-2027
https://orcid.org/0000-0002-0753-7500
https://orcid.org/0000-0002-4249-8893
https://orcid.org/0000-0001-6195-9782
https://orcid.org/0000-0003-2273-6927
https://orcid.org/0000-0001-5774-1916
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3706598.3714217
https://doi.org/10.1145/3706598.3714217
https://zhouchao@iscas.ac.cn
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3706598.3714217&domain=pdf&date_stamp=2025-04-25


CHI ’25, April 26–May 01, 2025, Yokohama, Japan Wang and Qu, et al. 

traditional educational settings. Similar challenges are seen in other 
skill-based training, such as surgical procedures, where realistic 
practice is vital. 

To address these challenges, there has been growing interest 
in utilizing Virtual Reality (VR) technology to simulate real-world 
environments, offering a cost-effective and flexible alternative for 
practice [15, 24, 25, 48]. VR has already proven to be effective in 
fields like medical education, where it provides learners with the 
opportunity to engage in simulated practice without the need for 
extensive physical resources, thus helping to mitigate the steep 
learning curve associated with these skills [14, 46, 61]. 

Although VR technology has been widely applied in film pro-
duction, especially in previsualization [40–42, 55], its application in 
film-shooting education is still limited. Most existing VR research in 
film production education has focused on improving visual immer-
sion and overall user experience [29, 39, 60], rather than replicating 
the crucial aspects of the shooting workflow and the authentic 
feel of operating a real camera. Furthermore, current VR systems 
typically rely on gestures or standard controllers, which fail to en-
compass the full functionality of a camera and whose operational 
logic does not align with that of a real camera. This discrepancy 
makes it challenging to accurately replicate the real-world experi-
ence of using a camera. To address these gaps, we have developed 
a system that integrates both software and hardware, aiming to 
provide learners with a more authentic and practical experience. 

In this paper, we developed an effective VR film-shooting training 
system called VAction, which integrates both software and hardware 
components. Based on surveys and interviews with film-shooting 
students and teachers, this study has identified key design principles 
focusing on high-fidelity visual effects, preservation of operational 
habits, and lightweight design. 

On the hardware side, we immerse users in a virtual environ-
ment using a standard commercial VR headset. To replicate the 
tactile feel and operational characteristics of a professional camera, 
we developed a custom controller specifically designed for cam-
era operators. This controller ensures that physical interactions in 
the virtual environment closely resemble those in the real world, 
thereby preserving operational habits that are crucial for effective 
skill training. The software component of this VR system is built 
on a lightweight architecture that allows for rapid deployment and 
easy access, ensuring efficiency and adaptability to various training 
needs. We utilized computer vision and laser scanning technolo-
gies to reconstruct the training environment, quickly providing a 
high-fidelity virtual environment that closely mirrors real-world 
conditions. The complex functionality of professional cameras has 
been modularized, allowing users to focus on targeted training 
based on their specific needs, thereby reducing the learning curve. 

We conducted a user experiment to validate the effectiveness 
of our VR film-shooting training system. A total of 24 beginners 
were recruited and divided into two groups: one using traditional 
learning methods and the other using our VR system for learning 
basic camera operation skills. The analysis of the operational data 
collected from both groups revealed that VAction significantly out-
performed traditional methods in both learning outcomes and user 
experience, demonstrating the system’s effectiveness. Additionally, 
our system has been implemented in a local television station, and 

the practice showed that the efficiency of live broadcast previsual-
ization has been greatly improved. 

Specifically, this paper presents the following contributions: 
• Based on interviews with professionals, we identified the 
challenges faced by film production education, including 
limitations in specialized equipment and venues, as well 
as insufficient practical opportunities. We proposed basic 
design principles that should be followed when utilizing VR 
technology to address these challenges: high-fidelity visuals, 
preservation of operational habits, and lightweight design. 

• We developed VAction, a VR film-shooting training system 
that combines high-fidelity virtual scenes and shots with 
a self-developed controller, accurately replicating the op-
erational processes and tactile feel of a real camera. The 
system is built on lightweight principles, allowing for quick 
deployment and convenient access to various modules and 
functional expansions. 

• Through a user experiment, we demonstrated the effective-
ness of VAction in terms of learning outcomes and user ex-
perience. By providing an immersive learning environment 
and embodied operational experiences, it promotes better 
transfer of learning. 

2 Background and Related Works 
In this section, we present the related work on virtual reality tech-
nology for learning and training, traditional and advanced methods 
in film production educaiton, and transfer learning and embodied 
cognition theory. 

2.1 Virtual Reality Technology for Learning and 
Training 

Digital technology, especially VR technology, has gradually become 
a key component in the field of education. VR is a technology 
that transports users to a virtual environment through specialized 
virtual headphones and visual devices, providing them with an 
immersive experience [1, 16, 35, 48]. 

The immersion and interactivity offered by VR technology sig-
nificantly enhance the learning experience, providing students with 
unique perspectives [47]. In recent years, numerous educational 
methods and learning theories have been applied to VR: construc-
tivist learning [18, 20] highlights active knowledge construction 
through interaction; experiential learning [28] emphasizes learn-
ing through concrete experiences; gamification [2] enhances en-
gagement and motivation; John Dewey’s learning-by-doing the-
ory [10] underscores the importance of practical engagement; and 
flow theory [2, 9] suggests that immersive environments can fa-
cilitate deep focus and enjoyment. These theories all emphasize 
a learner-centered approach, where learners acquire knowledge 
and skills through practice and experience in real or simulated 
contexts [37, 45, 49]. 

VR’s immersive environments, sensory enhancement, and in-
teractive engagement support experiential learning that enhances 
students’ motivation, participation, and comprehension, while pro-
viding educators with innovative teaching tools that increase flexi-
bility and efficiency in instruction [24, 25]. In addition, VR provides 
an unconstrained virtual work environment, avoiding the inherent 
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limitations and distractions of traditional work settings [15]. This 
makes VR a powerful tool for training complex skills that require 
specific environments and equipment [16], such as surgical proce-
dures and operations in high-risk industrial settings. In surgical 
education, VR enables safe and immersive simulations that enhance 
the anatomical understanding of the interns and their surgical confi-
dence [46, 61], and can even be integrated with Augmented Reality 
(AR) for remote guidance and collaboration [14]. Similarly, VR tech-
nology is increasingly used in trainings that involve hazardous 
environments such as fire safety [52], industrial training [3], and 
aircraft piloting [44]. The evolution of VR from an entertainment 
medium to a critical training technology underscores its effective-
ness in providing realistic, risk-free practice environments across 
various fields. 

It is worth noting that the learning-by-doing theory faces certain 
limitations in VR due to the lack of physical interaction [37]. To fully 
harness the potential of Dewey’s theory [10] in VR, researchers 
and practitioners must find creative solutions to overcome these 
limitations, such as incorporating multi-dimensional feedback or 
integrating both software and hardware elements. 

2.2 Traditional Approaches and Advanced 
Technologies in Film Production Education 

Traditional film production education combines theoretical learn-
ing with practical exercises [6]. Students learn camera operation, 
lighting, and editing through lectures and apply these skills in real-
world settings. However, this approach is limited by high costs, 
restricted access to equipment, time restrictions, and limited prac-
tice opportunities. 

As the integration of film and television production with digital 
technology becomes increasingly tight [38, 41, 42, 55, 60], artificial 
intelligence (AI) and computer graphics technologies have been 
introduced to address these challenges. For instance, AI visualiza-
tion is used for better information delivery [12, 19, 58], 3D digital 
reconstruction can accurately replicate scenes and characters from 
films [39] to build VR environments, which further provide more ac-
cessible and cost-effective platforms for tasks like pre-visualization 
and virtual set design. Machine learning methods can be used to 
analyze and replicate real film camera movements to intelligently 
generate virtual camera motions, enhancing automation and styl-
ization in 3D animation and virtual cinematography [22, 23]. These 
technologies allow for extensive practice without the need for ex-
pensive physical resources, making it easier for non-professionals 
and starters to get started with practice [40]. Additionally, they 
enable remote collaboration, enhancing the flexibility and reach of 
film production education [13, 29]. 

Although virtual environments hold significant potential in film 
education, current research has focused primarily on technological 
development and improving user experience, with a lack of in-depth 
comparative studies with traditional teaching methods [13]. Future 
research should be guided by educational objectives, integrating 
virtual technologies more effectively into teaching processes. For ex-
ample, while these technologies offer many conveniences, they have 
not yet fully addressed the demands for operating real equipment 
in film production education. Numerous studies have highlighted 
that authentic tactile feedback is crucial for students to effectively 

master camera work [17, 65]. However, there is still no training sys-
tem that fully meets the requirements for providing this essential 
hands-on experience. 

In this paper, we present VAction, a VR film-shooting training 
system that faithfully reproduces the film production workflow 
by combining high-fidelity scenes with hardware controllers that 
simulate the tactile experience of real operations. 

2.3 Transfer Learning Theory and Embodied 
Cognition Theory 

In film production education, there is a need to cover conceptual 
knowledge such as camera structure and shooting technique the-
ories, as well as procedural knowledge related to camera opera-
tions [5]. According to ACT theory [4], skill learning is divided 
into two stages. First, rules enter the learner’s propositional net-
work in the form of declarative knowledge, which includes facts 
and conceptual knowledge. Then, through practice, this knowledge 
is transferred to procedural knowledge. This process emphasizes 
the migration of theoretical knowledge to operational skills and 
highlights the critical role of practice in this knowledge transfer. 

At the same time, the theory of transfer of learning — defined 
as "prior learning affecting new learning or performance" — is a 
core educational concept [36, 51]. Effective learning transfer, par-
ticularly in the early stages of skill acquisition, relies on bridging 
abstract theoretical knowledge with concrete operational tasks. 
This bridging process often requires contextualized learning and 
systematic practice, and the effectiveness of learning transfer is 
significantly influenced by the similarity between learning environ-
ments [11, 36]. Specifically, in film production education, the more 
similar the learning environments are (such as the arrangement of 
teaching spaces and personnel), the more effectively students can 
utilize relevant cues for learning or problem-solving. However, due 
to the challenge of consistently providing real-world scenes and 
cameras for training, students face difficulties in transferring the 
conceptual knowledge learned in the classroom to specific proce-
dural operational knowledge. 

Immersive VR technology in film production education can 
enhance learning outcomes and transfer abilities by simulating 
real-life scenarios. Studies have shown that the immersive expe-
rience provided by VR enables students to better grasp abstract 
concepts that are difficult to convey through traditional teaching 
methods [59]. The psychological and emotional congruence of the 
VR environment is key to successful transfer [50], echoing the 
positive impact of learning context and rule similarity on trans-
fer effects emphasized in learning transfer theories. Developing 
such environments maximizes the potential of VR-based training, 
helping students to transfer theoretical knowledge more effectively 
to practical operations and thereby improving their mastery of 
procedural knowledge. 

Embodied cognition theory suggests that there is a connection 
between motor and visual processes; the clearer the connection, 
the better the learning outcomes. The process of bodily movement 
can facilitate the processing and understanding of abstract con-
cepts [30], especially when the physical interaction aligns with 
the visual characteristics of the concepts [21], such as manipulat-
ing objects for rotation and movement. Research indicates that 
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Table 1: Results for the challenges in traditional teaching mode 

Theme Sub-theme Example 
Challenges 
in Traditional 
Film-shooting 
Education 

Disconnection between Theoret-
ical Knowledge Acquisition and 
Practical Skill Development 

Learning to operate the machine through videos and illustrations is simple, but 
mastering it requires extensive practice (P2); Traditional video learning is too 
monotonous. It would be ideal if, after each short segment, I could immediately 
practice hands-on, like in a tutorial for beginners (P3); Teachers spend multiple 
lessons on explaining each module of the equipment, followed by a single 
practice session, which is insufficient for mastering complex devices; it would be 
better to practice each module individually right after each lesson (P4). 

Constraints on Equipment Access 
and Practical Training Opportuni-
ties 

Few courses focus on camera skills practice; instead, students mostly gain 
experience through short film group projects, where only one can handle the 
camera, limiting practice for all (P1); I mostly practice with a smartphone or SLR 
camera, but their operations are very different from professional equipment, 
which is hard to borrow due to high demand (P2). Access to the latest gear 
typically requires a well-funded team or commercial production, making it 
difficult for students in regular courses. While students can borrow equipment 
from the school, it’s limited and in high demand (P4). 

Perceived Complexity and Ini-
tial Overwhelm with Professional 
Equipment 

Professional equipment, with its many features and complex specifications, can 
be intricate to set up. Students, while eventually becoming familiar with it, often 
initially feel overwhelmed and find it challenging to operate (P1); Professional 
equipment is much heavier and larger than everyday devices, making me 
hesitant to operate it freely (P2); Professional equipment isn’t overly complex, 
but it intimidates beginners (P4). 

embodied learning experiences can enhance the transfer of learn-
ing, particularly for procedural knowledge [34], and VR is a good 
medium to provide such embodied experiences [27]. In addition 
to the experiences brought about by bodily movements in VR, the 
controller design must also induce embodiment through meaning-
ful and consistent movements related to the content being learned, 
thus enhancing the transfer effect [26]. For example, haptic con-
trollers leveraging tactile and force feedback facilitate embodied 
experiences, enhancing immersion and interaction in VR [53], while 
haptic canes offering multimodal feedback improve the immersive 
experience for navigation in virtual environments [64]. 

Through a literature review, we found that the application of 
VR in current film production education is limited, with a primary 
focus on the presentation of scenes and visuals [13]. There is a lack 
of attention to the training of film-shooting processes and skills, 
which are areas where traditional educational methods fall short. 
We aim to develop a VR teaching and training system specifically 
for the film-shooting training segment of film production education 
to help address the challenges currently faced in the field. 

3 Formative Study 
Our system is primarily designed to assist beginners in acquir-
ing film-shooting skills. Before constructing the system, we con-
ducted semi-structured one-on-one interviews with a film produc-
tion teacher (P1) with over eight years of teaching experience, two 
beginners (P2, P3) who have just begun their study, and a film 
technology graduate student (P4) with five years of professional 
study experience. The reason for selecting such interviewees is that 
we intended not only to understand the difficulties of beginners 
but also to gain more comprehensive and enriched insights from 
more experienced educators and learners. This approach allows 

our system to align with the overall process and requirements of 
film shooting while providing a better experience for beginners 
in the details. Two of the interviews were conducted face-to-face, 
while the other two were held via online meetings, depending on 
the interviewees’ preferences. Each interview lasted between 30 
and 40 minutes. The discussions primarily focused on the key as-
pects and challenges in the current learning and training process of 
film-shooting techniques, as well as the critical features that a VR 
film-shooting training system should incorporate. All interviews 
were conducted in Chinese and recorded with each participant’s 
consent. Upon completion of the interviews, each participant re-
ceived $5 compensation. 

3.1 Interview Results and Findings 
During the interview process, we first inquired about the tradi-
tional film-shooting teaching mode and the experience of using 
equipment. From the interview results, we found that the high cost 
of professional equipment limits the practical aspects of traditional 
teaching, and students often took only one practical class after 
several theoretical classes (P4). Most of the students’ hands-on ex-
perience with cameras comes from collaborative short film projects, 
with little time to use professional equipment individually (P1, P2). 
This leads to a gap between theoretical knowledge and practical 
skills (P2). The limited access to professional equipment and its high 
cost create psychological pressure for students, especially novices 
(P1, P4). 

We then guided interviewees to envision technologies and meth-
ods to resolve current challenges. Three (P1, P2, P3) immediately 
thought of VR, while another (P4) mentioned digital scene appli-
cations. They all agreed that virtual scenes and simulated cameras 
could reduce dependency on physical setups and that VR could 
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Table 2: Results for supporting film-shooting education with VR 

Theme Sub-theme Example 
Feasibility of 
Supporting 
Film-shooting 
Education with 
VR Technology 

Real-time Feedback and Efficient 
Learning Integration through VR 

VR can provide updated feedback methods, such as showing relevant knowledge 
during practice and offering performance feedback afterward (P1); Unlike videos, 
which lack immediate responses, VR enables the system to directly manage 
interactions, offering real-time supervision and feedback that traditional 
methods cannot. VR can enhance involvement and allows me to verify the 
knowledge I just learned (P3). 

Convenient Access to Profes-
sional Equipment and Environ-
ments via VR 

VR can offer a variety of scenes and spaces to choose from, enabling us to create 
many case studies with different set designs (P1); It allows for easy camera 
switching by adjusting parameters, unlike real-life camera setups that require 
purchasing different lenses (P2); If a school lacks enough professional cameras or 
a studio, VR can simulate scenes and cameras. Even if the effect is 80% of the real 
thing, it’s still excellent, especially for beginners (P4). 

Potential Disadvantages or Chal-
lenges of VR 

Motion sickness and the discrepancy between VR and real-world scenarios could 
impair educational outcomes (P1); The difference between VR controllers and 
real equipment might lead to incorrect muscle memory (P2, P3); Discrepancies 
between virtual and real feedback could be problematic. For professionals, even 
slight differences in visual aspects can matter (P4). 

Key Features That A VR-based 
Training System Should Achieve 

The system should align with the real shooting process, offer a purely virtual 
environment without distractions, provide a variety of scenes, and ensure good 
interaction (P1); It’s crucial to maintain focus, ensure effective knowledge 
transfer, and allow extensive practice at low cost (P3); The system must be 
accurate, simulate the real shooting process, and offer a similar feel to real 
equipment. The highest requirement is visual consistency with the real world 
(P4). 

provide a more immersive experience. However, the interviewees 
(P2, P3, P4) also raised concerns about the differences between 
practicing with VR and real cameras, offering valuable insight for 
system development. Finally, we asked them to outline key features 
for such a digital or VR training system to guide our design. 

We conducted thematic analysis on the interview transcripts [8]. 
All interview recordings provided in supplementary materials were 
transcribed into text using WeMeet, and then translated into English 
by GPT-4, followed by a double check of a English native speaker 
who is also familiar with Chinese well. A researcher manually seg-
mented the materials based on the themes discussed. Finally, two 
researchers independently coded the interview materials, derived 
several themes through inductive analysis, and then merged and ad-
justed these themes through discussion. The final thematic analysis 
results are presented in Table 1 and Table 2. 

3.2 Summary of Design Requirements 
Based on the interview results, we propose the following primary 
design principles for the system: high-fidelity visuals, preservation 
of operational habits, and lightweight design, all of which are closely 
related to the overall theme of the system design. 

High-fidelity visuals 
A key aspect of the system design theme is to provide an effective 

practice environment. One of the advantages of a VR system is 
the ability to switch scenes and camera parameters conveniently, 
allowing for repeated low-cost practice. In line with this, both the 
teacher (P1) and the experienced student (P4) emphasized that to 
ensure the effectiveness of practice, the consistency of scenes and 

visuals with reality must be maintained. This is essential to avoid a 
disconnect in the learning process and aligns with the overall goal 
of creating a realistic and useful practice platform. 

Preservation of operational habits 
The overall design theme of our system aims to enhance real 

- world camera - using skills through virtual practice. Although 
students can engage in extensive practice within VR, the ultimate 
goal is to improve their performance with real cameras. Therefore, 
in keeping with this theme, it is crucial to ensure that the oper-
ational processes and tactile feedback in VR closely match those 
in real-world filming. This principle, highlighted by P2 and P3, is 
particularly important for beginners and is in line with the system’s 
objective of effectively transferring skills from the virtual to the 
real environment. 

Lightweight design 
The system design theme includes leveraging the benefits of a 

virtual system to improve the training experience. We can imple-
ment functions that are difficult to achieve in real-world training, 
providing greater convenience for both teachers and students. In 
particular, through lightweight design, we can reduce the time and 
financial costs associated with film-shooting practice. For exam-
ple, the rapid creation and switching of scenes and lenses enables 
teachers to quickly set up and deploy a training scenario. Addi-
tionally, by modularizing the various components of the camera, 
students can focus on specific modules according to the course 
content, thereby avoiding the psychological pressure of dealing 
with large and complex equipment (P4), and this contributes to the 
overall goal of creating an accessible and effective training system. 
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Figure 1: The VR film-shooting training system, VAction, consists of both hardware and software components. On the left side 
are the main hardware components, and the entire system operates on a single computer. Users wear a VR headset to enter the 
virtual scene and control the virtual camera using a controller. On the right side are the main functional modules of the system 
within the VR environment, including scene control, camera control, and camera movement modules. 

4 System Design 
In the previous section, we summarized the insights gathered from 
interviews, leading to the identification of three critical principles 
essential to the system’s design: high-fidelity visuals, preservation 
of operational habits, and lightweight design. Building on these fun-
damental principles, we built VAction, a VR film-shooting training 
system. In this section, we dive into the specific design strategies 
and technological approaches implemented to ensure that each of 
these key aspects is effectively realized within the system. 

Unlike traditional learning modes which often separates video 
study from hands-on camera practice, users are immersed in VAc-
tion’s VR environments, practicing camera skills with controller 
handles that simulate real-hand feel. VAction liberates users from 
the constraints of location and expensive equipment. Furthermore, 
the modular design of the camera functions allows for convenient 
targeted training, reducing the psychological stress associated with 
complex equipment. 

The VR film-shooting training system is composed of both hard-
ware and software components as shown in Fig. 1. The hardware 
includes a computer to run the system, a video capture card to cali-
brate parameters of real camera lens (by streaming footage to the 
computer), a pair of hardware controllers for physical interaction, 
and a VR headset for display. The hardware part mainly corresponds 
to the display of images and the operation of the camera, including 
Zoom and Focus adjustment, and pan-and-tilt movement. The func-
tional modules of the software include high-fidelity scene recon-
struction and lens calibration, environment management, virtual 
camera control, shot and camera movement recording, storyboard 
generation, and digital asset management (covering models, lenses, 
and other camera components). The software part mainly corre-
sponds to the various processes of operating the virtual camera 

for shooting, including scene and lens preparation, camera type 
selection, camera operation for shooting and recording. We have 
also implemented many commonly used auxiliary components of 
professional cameras in the form of Blueprint functions. All of these 
functions are accessible through an interface built on Unreal Engine 
4.27, which is displayed simultaneously with the virtual camera’s 
image in the VR scene. 

4.1 Hardware Design 
Our VR training system, VAction, runs on a computer, allowing 
various project requirements and configurations to be adjusted 
before entering the VR scene. For specific training needs, users can 
wear a VR headset to enter the virtual scene within the training 
system. 

In addition to the basic hardware components required to run the 
system and display content, such as a computer, a VR headset, and a 
video capture card, we have specifically designed a pair of handheld 
controllers for physical interaction. In our interview discussions, 
the simulation of operational feel was identified as a critical re-
quirement. However, existing research has rarely focused on this 
aspect, especially within VR systems. We believe that traditional 
interaction modes are insufficient to replicate the tactile experience 
of operating a camera. Conventional mouse and keyboard inputs, as 
well as gesture interactions in VR, differ fundamentally from the op-
erational modes of cameras. Commonly used game controllers and 
VR controllers typically feature two joysticks and multiple buttons, 
which not only fail to encompass all the functionalities required 
for camera operation but also exhibit a distinct operational mode 
that diverges from the controls of a real camera. This limitation 
restricts their effectiveness in training scenarios. Consequently, we 
have designed a specialized controller that closely simulates the 
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(a) Functional diagram of virtual camera (b) Example of using the IMU function of the controller 

Figure 2: Virtual camera controller. 

operational feel of an actual camera within a VR system through 
integrated hardware and software interactions. 

This controller must encompass all degrees of freedom and ad-
justment functions of a real camera. Specifically, it includes five 
spatial dimensions (free movement along the XYZ axes and pitch 
and roll rotations) and zoom (all controlled by joysticks), focus, 
aperture, and damping adjustments (all controlled by knobs), as 
well as mode switching and additional functions (controlled by 
switches). To simulate the operational mode of a real camera, we 
designed the controller as a pair of symmetric left and right handles. 
Physical operations are converted into electrical signals through 
potentiometers and switches. 

The controller communicates with the computer via the UDP 
protocol, which is chosen based on the consideration of low-cost 
consumption and fast processing speed, thereby ensuring high-
frequency data exchange for real-time control of the virtual camera. 

To ensure effective practice with this controller, its design fo-
cuses on replicating the operational logic experienced when in-
teracting with real cameras. The challenge in this process lies in 
the difference in the operational logic of the various components. 
For instance, both focus and zoom adjustments are controlled by 
potentiometers that convert angles into voltage values. However, in 
real cameras, the focus value corresponds to the absolute rotational 
angle, whereas the zoom value changes relative to the offset from 
the center position. In our controller, we adhered fully to the real 
operational logic, using a knob for focus adjustments and a joystick 
for zoom adjustments, as shown in Fig. 2a. The implementation of 
functions that correspond entirely to the operational logic is what 
current VR controllers are unable to achieve. 

To further enhance realism, the controller integrates an Inertial 
Measurement Unit (IMU) for motion detection, allowing control of 
the pitch and roll of the virtual camera as shown in Fig. 2b. The 
controller can be mounted on a tripod, and the user can freely 
adjust the counterweight to simulate the heavy operation feel of 
real equipment, offering a portable and flexible setup due to its 
lightweight, detachable design. 

Figure 3: The user interface within the VR training system 

Overall, the hardware design prioritizes realistic camera opera-
tion, cost-effectiveness, and portability, providing practical, acces-
sible training. 

4.2 Software Design 
VR technology offers a cost-effective and efficient solution for tradi-
tional film-shooting education. To maximize its benefits, we imple-
mented a lightweight design that enables quick, convenient practice 
tailored to specific needs. Users are immersed in a VR scene with 
a system interface, as shown in Fig. 3, which includes functional 
modules such as virtual camera display, scene management, lens 
management, and camera movement control. 

To ensure immersion and effective training, the VR environment 
and camera views must align with real-world counterparts, requir-
ing high-fidelity scenes and precise camera parameter matching. 
For fictional scenes, high-resolution models from platforms like the 
Unreal Marketplace are used. For real-world environments, two 
methods are provided: accurate laser scanning and quicker com-
puter vision method, detailed in Section 4.3. After 3D reconstruc-
tion, digital assets like lighting are integrated via the environmental 
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management module to simulate settings and enhance information 
presentation. 

In addition to accurate scene reconstruction, simulating lens 
parameters is essential for matching virtual and real shooting im-
ages. Using Zhang’s calibration method [63], distortion parameters 
for specific focal lengths can be calculated in Unreal Engine for 
specific focus distance. This allows us to simulate common lens in 
under an hour, reducing the need for costly professional equipment. 
Reconstructed scenes and calibrated lenses can be quickly loaded 
and switched as needed. 

To ensure completeness of the training process in the VR system, 
we adopted a lightweight, modular design. This includes modules 
for scene and lens selection, virtual camera control, and shot record-
ing. For example, follow focus functionality is integrated into the 
controller, jib arm and static shots can be switched in camera mode, 
and Steadicam effects are achieved via Unreal Engine Blueprints. 
This allows students to focus on specific skills, lowering the initial 
learning barrier and enabling a more manageable, targeted learning 
experience. 

For camera movement training, we offer two methods: automatic 
generation of virtual camera scripts using keyframes, where stu-
dents follow predefined camera movements, and the option for 
students to record their own virtual footage. By comparing their 
recordings with system-generated examples, students can iden-
tify and correct mistakes, improving their camera operation skills 
through iterative practice. 

4.3 Implementation 
Hardware implementation 

The entire controller prototype is constructed using 3D printing 
and electronic components including an ESP32 chip1 , with a total 
cost of approximately $90 and a weight of approximately 400g. The 
details of each component of our specially designed controller are 
shown in Table 3. If mass production is undertaken, the cost of 
the components including the casing, fixtures, and chip modules 
will be further reduced significantly. Compared to professional 
equipments that cost thousands of dollars, our controller offers 
substantial advantages in both price and portability. 

The circuit design and PCB layout for the left controller are 
shown in Fig. 4. The program running on the ESP32 chip is written 
and uploaded using Arduino. Its primary function is to connect to 
the computer running the system via the UDP protocol, sending the 
voltage values of each component of the controller in JSON format. 
Testing shows a delay of about 30 ms, which is almost imperceptible. 
Our controller is able to provide near real-time feedback for user 
input. 

Software implementation 
The VR program of the system runs on Unity and is streamed 

and displayed on the Oculus Quest 2 VR headset via Oculus Link. 
The main interface is implemented based on UE, with a plugin2 

in Unity that displays the UE system interface within the virtual 
scene. This approach allows the system to be used outside of VR, 
enabling teachers to quickly preview the teaching process. 

1https://www.espressif.com.cn/products/socs/esp32
2https://github.com/hecomi/uWindowCapture 

Table 3: Details of the components used in the controller 

Component Name Quantity Price ($) Weight (g) 

3D Printed Controller Shell 1 30.00 50 
Crab Claw Clamps 2 6.50 130 
ESP32 Chips 2 5.00 10 
Potentiometers 4 0.50 <5 
Knobs 4 0.50 <5 
Switches 4 0.50 <5 
IMU Module 1 25.00 10 
Lithium Battery 2 2.50 30 

(a) The circuit design diagram
for the left controller 

(b) The PCB layout for the left controller 

Figure 4: The circuit design diagram and PCB layout for the 
pair of symmetrically designed controllers. 

(a) Scene reconstructed through
computer vision methods 

(b) Refined digital scenes obtained 
through CAD modeling 

Figure 5: Example for Computer Vision Methods for Rapid 
Scene Modeling 

The specific implementation of the two real-scene 3D reconstruc-
tion methods we provide is as follows: 

Laser Scanning [56] for Accurate Scene Modeling: We ac-
quire millimeter-level point cloud data of the scene from multiple 
angles using a laser scanner, and then complete the scene mod-
eling using CAD (computer aided design) methods based on the 
spatial relationships found in the onsite photographs. Finally, we 
further refine the textures and materials on the model using these 
photographs. 

Computer Vision Techniques for Rapid Scene Modeling: 
This lightweight method uses RGB-D data to quickly reconstruct a 
rough scene model [62]. A 2-minute video of the room shot with a 
smartphone is sufficient to create a basic model. As shown in Fig. 5, 
teachers can use this approach to preview the teaching environment, 

https://www.espressif.com.cn/products/socs/esp32
https://github.com/hecomi/uWindowCapture
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manually refine details through CAD modeling, and complete the 
process in under 2 hours. 

The calibration and simulation of camera parameters are achieved 
through the plugin Camera Calibration 3 in UE, while the overall 
interface, module functionalities, and communication with the con-
troller are all implemented using UE Blueprints and C++ code. 

5 User Experiment 
To verify the system’s effectiveness in supporting participants’ ac-
quisition of camera skills, we conducted a user experiment including 
subjective scale ratings, behavioral experiment measurements, and 
theoretical knowledge evaluations. The experiment was designed 
based on a basic film-shooting lesson: operating the camera’s Pan, 
Tilt, and Zoom functions. 

The experiment was conducted according to the guidelines of 
the Declaration of Helsinki and approved by the Human Research 
Ethics Committee of a local University. All participants provided 
written informed consent prior to participation. 

5.1 Experimental Framework 
The experiment comprised a 20-30 minute learning stage for skill ac-
quisition and a 5-10 minute evaluation stage involving real camera 
operation and theoretical knowledge testing. Participants were ran-
domly assigned to a control group and an experimental group, both 
of which are required to complete tasks in both the learning and 
evaluation stages. In the learning stage, the control group used tra-
ditional methods, that is, learning through videos and illustrations, 
while the experimental group trained with the VR film-shooting 
system. During the evaluation stage, both groups used a real profes-
sional camera to complete storyline-based filming tasks and filled 
out questionnaires to assess their theoretical knowledge. 

If the virtual training system outperforms the traditional mode, it 
would demonstrate its superiority; if not, it would indicate a lower 
effectiveness. 

5.2 Participants 
This experiment recruited 24 beginners in film-shooting skills as 
participants (14 males and 10 females, all undergraduate or graduate 
students) from local universities with an average age of 23.52 ± 2.76 
years. All participants have normal or corrected-to-normal vision, 
and did not experience 3D motion sickness during the experiment. 
Before the experiment, participants were briefed on the system’s 
background, purpose, and process. They were taught basic opera-
tions and given time to familiarize themselves with the virtual or 
real system. After signing the informed consent form, the experi-
ment would be conducted for approximately 40 minutes. 

5.3 Experimental Design 
During the learning stage, a 2 (learning mode: traditional, virtual) 
× 4 (level of difficulty-easy-to-hard: 1, 2, 3, 4) mixed design was 
conducted. 

Learning mode is a between-subject factor with two levels: the 
traditional learning mode (control group) and the virtual learning 
mode using VAction (experimental group). Both groups received 

3https://dev.epicgames.com/documentation/en-us/unreal-engine/camera-lens-
calibration-overview 

identical theoretical learning materials. The control group involved 
learning cinematography skills through videos, text, and images, 
while the experimental group used the VR system to replicate ex-
ample videos. 

The difficulty level is a within-subject factor with four levels 
(from easy to difficult): Level 1 (static shooting), Level 2 (dynamic 
shooting), Level 3 (dynamic combination), and Level 4 (basic film-
shooting techniques). The learning materials were presented se-
quentially from easy to difficult, based on their level of difficulty. 
For each difficulty level, five segments were presented (randomly 
selected from the material library, with each segment appearing 
only once per participant’s experiment, and not repeated). After 
completing the low-difficulty materials, the participant proceeded 
to the next difficulty level. The specific task flow is detailed in 
Section. 5.6. 

In the evaluation stage, both groups complete identical tasks: 
using the emotional cues provided and the knowledge acquired 
in the learning stage, they film three short clips with appropriate 
techniques. For instance, when the emotional cue is "intense duel", 
participants should employ the whip pan technique. After shooting, 
all participants evaluate their theoretical knowledge through a ques-
tionnaire. The dependent variables were the participants’ learning 
effectiveness and experience, including task completion similarity, 
teacher rating, attention and relaxation scores and subjective scale 
scores. 

5.4 Experimental Environment and Apparatus 
5.4.1 Experimental Environment. The top view of the labo-
ratory layout is shown in Fig. 6a. In a laboratory room, the left 
half serves as the shooting range for the real shooting scene, with 
tables, chairs, and some equipment placed there. The right half is 
used to place experimental instruments for participants to learn 
and operate in the space. 

(a) The top view of the real lab (b) The virtual lab scene 

Figure 6: The left figure shows the physical lab setup: a cam-
era in front of the participant, two monitors on a table to the 
right (left for the shooting scene, right for video stimuli), and 
the blue dashed lines indicating the camera’s capture range. 
In the lower left of the diagram are tables and chairs, in the 
upper left is a low cabinet, and at the middle on the right is 
a door. The right figure shows the virtual lab, mirroring the 
physical layout, with virtual equipment in the corresponding 
positions of the real setup. The virtual shooting screen and 
experimental interface were placed in the positions origi-
nally occupied by the camera and the computer displaying 
the experimental interface, respectively. 

https://dev.epicgames.com/documentation/en-us/unreal-engine/camera-lens-calibration-overview
https://dev.epicgames.com/documentation/en-us/unreal-engine/camera-lens-calibration-overview
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(a) The real laboratory scene (b) The real lab and virtual scene blend at 0.5 
transparency 

(c) The virtual laboratory scene 

Figure 7: Alignment effect between the real laboratory scenes and virtual scenes on spatial dimensions 

Figure 8: The participants in the experimental group wore 
Oculus Quest 2 VR headset and EEG device Brainlink Lite, 
and conducted the experiment using a self-developed con-
troller. 

To ensure consistency between virtual scenes and real shooting 
scenes, we used the laboratory as a prototype and constructed a 
virtual scene based on the 3D reconstruction method described in 
Section 4.2. This reconstruction accurately replicated the spatial 
dimensions of the laboratory as shown in Fig. 7. Efforts were made 
to match the furnishings in the laboratory as closely as possible. 
Virtual cameras and learning materials were placed at the same 
location as in the virtual laboratory, as shown in Fig. 6b. The di-
mensions and height from the ground of the hand controller device 
were kept consistent with those of a real camera. The goal is to 
facilitate the transfer of knowledge from the learning stage to the 
evaluation stage. 

5.4.2 Experimental Apparatus. The real camera used was the 
Sony HDC1580 XDCAM camera, equipped with a Fujinon HA 
18×7.6 BERD-S48 lens, connected to a CCU, and capable of transmit-
ting captured footage to the host computer via a DeckLink Studio 
4K video capture card. The VR film-shooting training system ran 
on a host computer with an Intel Core i9-12900K CPU and an ASUS 

ROG RTX 3090 Ti 24G Gaming graphics card. Virtual scenes and 
images are transmitted to the Oculus Quest 2 VR headset through 
Oculus Link, which has a monocular resolution of 1832 x 1920 pixels 
and a binocular resolution of 3664 x 1920 pixels, with a refresh rate 
of 90Hz. The hand controller, mounted on a tripod, communicated 
with the host computer via UDP protocol. A pedal was placed at the 
foot of the participants to interact with the experimental program 
that records data. 

We used Brainlink’s portable EEG device Brainlink-Lite[32] to 
dynamically record participants’ EEG signal. The headband device 
includes a recording dry electrode, which is located at the Fp1 
position on the participant’s forehead according to the international 
10-20 system. The EEG signal has a sampling rate of 512 Hz and is 
wirelessly transmitted through Bluetooth connection. The entire 
headband weighs no more than 50g, having virtually no impact on 
the participants’ operations. The participant wearing a VR headset 
and the EEG device Brainlink-Lite during the experiment is shown 
in Fig. 8. 

5.5 Experimental Stimuli 
For the tasks in the learning stage, we developed a library of learn-
ing materials for shooting based on expert guidance, which includes 
both video and text resources. The video materials are categorized 
into theoretical knowledge introduction videos and example videos 
in both real and virtual scenes. The theoretical knowledge intro-
duction video is approximately 2 minutes long. For each type of 
scene, there are four levels of difficulty, each level containing 10 
videos, totaling 40 learning materials. The duration of each example 
video ranges from 7 to 15 seconds, with an average length of 10 
seconds. Each difficulty level is accompanied by an explanatory text 
on conceptual knowledge (concepts and theories), ranging from 
50 to 200 words. Each video within a difficulty level demonstrates 
an operational example, paired with a description of procedural 
knowledge (operational skills), consisting of 30 to 50 words. All 
emotional cues given in the evaluation stage originate from the 
conceptual knowledge learned in the learning stage. 

5.6 Experimental Procedure 
Upon arrival at the lab, participants were briefed on the tasks and 
signed an informed consent form. They then sat in front of the 
equipment and wore the Brainlink-Lite EEG device and Quest 2 VR 
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Figure 9: The experiment was divided into two stages. In the learning stage, participants learned theoretical knowledge and 
operational skills separately. In the evaluation stage, participants’ learning outcomes were assessed through the results of 
shooting with real cameras and an online questionnaire. 

headset before being randomly assigned to either the traditional or 
virtual learning group. 

The experiment was divided into two stages: learning stage and 
evaluation stage. The experimental flowchart experienced by each 
participant is shown in Fig. 9. 

5.6.1 Learning Stage. In the subsequent learning stage, partici-
pants put on the Oculus Quest 2 VR headset and entered the virtual 
shooting training system, first watching a theoretical knowledge 
introduction video. They then engaged in free practice to familiar-
ize themselves with the learning task process before beginning the 
formal learning stage. Learning materials were presented in order 
of increasing difficulty. For each difficulty level, participants first 
viewed the corresponding text and images of conceptual knowl-
edge. They then randomly selected five video segments from the 
material library to practice the relevant skills. After completing the 
five segments, they progressed to the next difficulty level. 

The experimental interface is shown in Fig. 10a. The virtual 
screen displayed the learning materials that both the control group 
and the experimental group view consistently, including illustrated 
explanations of theoretical knowledge and operational demonstra-
tion videos. After watching each operational video, the control 
group would continue to view the corresponding illustrated ex-
planation of the operation, while the experimental group would 
replicate the actions from the examples by controlling the virtual 
camera view in VAction using the controller. The virtual camera 
view is presented on the left screen as shown in Fig. 10b. They used 

(a) Experimental interface in VR (b) Virtual camera images in VR 

Figure 10: During the learning stage, participants were pre-
sented with an experimental interface as shown in (a), dis-
playing theoretical knowledge and operational demonstra-
tion videos. On the left side of the experimental group par-
ticipants, there was an additional screen as shown in (b), 
showing the virtual camera view from VAction. Participants 
in the experimental group used a controller to manipulate 
this view and replicate the demonstrated operations. 

a foot pedal to start and stop recording after each task. A 5-second 
blank screen marked the transition to the next task. 

5.6.2 Evaluation Stage. After completing the learning tasks, par-
ticipants removed the VR headset and EEG device, took a short 
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break, and moved to the evaluation stage. Here, they received ran-
domly assigned emotion cues (such as "intense duel") and used real 
professional cameras to film 20-second clips. The subjects of these 
clips were consistent with those used in the learning stage. Each 
participant received three emotional cues, which they used to create 
three corresponding short films. The filming of these short films 
required them to master the correct theoretical filming techniques 
while also performing smooth operations. Subsequently, two film 
production teachers with over eight years of teaching experience 
evaluated the accuracy of expression (whether the correct filming 
techniques were employed) and smoothness of operation in these 
short films. 

Finally, participants completed a questionnaire consisting of 
eight multiple-choice questions assessing their retention of theo-
retical knowledge from the learning stage. These scores reflected 
their understanding of the material. 

5.7 Data Collection 
In the experiment, data collection included both learning perfor-
mance and system experience. Learning performance was measured 
by attention scores, relaxation scores, replication similarity for the 
experimental group, and teacher ratings of the short films. System 
experience was assessed through usability questionnaires during 
the learning process. 

Performance during the learning stage: Attention and re-
laxation scores during the learning stage were measured using the 
Brainlink-Lite EEG device, which provided reference values every 
second via Bluetooth at a frequency of 1 Hz. Participants wore 
the device throughout the learning stage to collect EEG data for 
attention and relaxation. We chose the device because it was widely 
used in practical human-machine interactive systems [7, 31, 43, 57]. 

The operational results of the learning stage: The replica-
tion similarity score for the experimental group was derived by 
weighting the similarity of the first and last frames of the operation 
and the overall video similarity. The similarity of the first and last 
frames was calculated using the Structural Similarity Index (SSIM), 
while the overall video similarity was assessed by calculating the 
Hamming distance between proportionally sampled frames. 

The operational results of the evaluation stage: The short 
films produced during the evaluation stage were assessed by two 
film production teachers. They scored the films based on the accu-
racy of expression and the smoothness of operation. 

Subjective experience during the learning stage: Partici-
pants completed the third version of Post-study System Usability 
Questionnaire (PSSUQ) [54] to assess the overall user experience 
with the system’s usability. 

Mastery of knowledge: After completing the storyboard based 
filming task, each participant received an online questionnaire with 
8 multiple-choice questions to assess their mastery of theoretical 
knowledge. 

5.8 Results 
Attention and relaxation scores: The learning stage was divided 
into theoretical learning phase and skill practice phase, with the 
EEG data separated by participants pressing a foot pedal to mark the 
transition between these two phases. We conducted 2×2 ANOVA 

analysis on attention and relaxation scores respectively as shown 
in Fig. 11. The attention scores during the skill practice phase (46.8) 
were significantly higher than those during the theoretical learn-
ing phase (43.2), 𝐹 (1,176) = 5.281, 𝑝 < 0.05, 𝜂𝑝 

2 = 0.029. The 
relaxation scores in the experimental group using VAction (58.7) 
were significantly higher than those in the control group (54.5) 
during both phases, 𝐹 (1,176) = 13.756, 𝑝 < 0.001, 𝜂𝑝 

2 = 0.072. In 
addition, it showed a trend that the control group showed higher 
attention scores during the theoretical learning phase, whereas the 
experimental group showed higher attention scores during the skill 
practice phase. 

The replication similarity score: In the experimental group, 
participants replicated example videos during skill practice. We 
calculated the average similarity of the replication videos across 
different difficulty levels for each participant. After removing miss-
ing data (three participants whose operation videos failed to save, 
making similarity calculations impossible), the variation curve (as 
shown in Fig. 12) shows that as difficulty increases, the similar-
ity of replications decreases. However, after practice, participants 
achieved basic mastery, with an average similarity close to 75%, and 
performance at the highest difficulty level similar to the third level. 

Score for short films based on storylines: Independent sam-
ples t-tests were conducted on the standardized scores across the 
groups, as shown in Fig. 13. The experimental group using VAc-
tion had a significantly higher score for the expression accuracy 
(62.9/100) than the control group utilizing traditional learning meth-
ods (49.4/100), 𝑡 (70) = 2.367, 𝑝 < 0.05, 𝜂𝑝 

2 = 0.074. Additionally, 
the experimental group also had a significantly higher average 
score for operational smoothness (54.9/100) compared to the con-
trol group (41.0/100), 𝑡 (70) = 2.434, 𝑝 < 0.05, 𝜂𝑝 

2 = 0.078. 
Score of knowledge mastery questionnaire: The experimen-

tal group had an average score (49.2/80) on the theoretical knowl-
edge questionnaire that was slightly lower than that of the control 
group (52.5/80). A simple effects t-test showed that 𝑝 = 0.50 > 0.05, 
indicating that the difference in the level of mastery of theoretical 
knowledge between the control group and the experimental group 
was not significant. 

The subjective questionnaires: The descriptive statistical re-
sults of participants’ scores on various indicators such as system 
usefulness, information quality, interface quality, and overall us-
ability are shown in Table 4. Comparing the scores obtained by the 
system with the norm reference scores for each indicator, it can be 
seen that our training system VAction has scores far higher than 
the reference scores, indicating that the system has good usability. 

Table 4: The score of PSSUQ 

Observation Indicators Reference System Score Result 

PSSUQ Overall usability 3.02 5.59 high 
PSSUQ System usefulness 3.02 5.79 high 
PSSUQ Infomation quality 3.24 5.35 high 
PSSUQ Interface quality 2.71 5.63 high 
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Figure 11: EEG data analysis results: participants’ attention was significantly higher during the skill practice phase, and the 
experimental group showed better relaxation scores compared to the control group. Additionally, there was a trend where the 
experimental group focused more on the skill practice phase than the control group. 

Figure 12: The curve of the average similarity between the 
operations reproduced by the experimental group and the 
examples 

Figure 13: Analysis of average score results for short films 

5.9 Post Experiment Interviews 
After the experiment, we randomly invited three participants from 
the experimental group for interviews to discuss their experiences 

with VAction. They all agreed that VAction was more flexible and 
user-friendly than real cameras, with real cameras being notably 
heavier. One liked the realism of the weight, while two preferred the 
light virtual controllers, which encouraged them to engage more 
freely, stating that "It’s like playing a game, without the worry 
of damaging expensive equipment." They also mentioned that the 
interface of the virtual system is clearer and free from irrelevant dis-
tractions, helping them concentrate on system prompts and practice 
results. On effectiveness, one noted that while VR helped under-
stand basic operations, precise control was still challenging, and a 
half-hour session was too short to assess long-term training effects. 
Another suggested that VR’s advancement could revolutionize film 
production and education, envisioning a fully VR-based produc-
tion pathway and recommending exploration of machine-less film 
processes alongside simulating teaching workflows. 

6 Discussion 

6.1 Analysis and Discussion of Experimental 
Results 

First, during the learning stage, we found that the relaxation scores 
of participants read by the EEG headband indicate that our virtual 
training system can effectively enhance the relaxation of beginners. 
VAction reduces the tension that novice users experience when 
operating complex equipment, making it easier for them to master 
skills efficiently. In terms of attention, experimental results show 
that beginners generally choose to focus more attention on the skill 
practice phase, which aligns with our interview findings. 

Additionally, we observed a trend that beginners using VAction 
tend to concentrate more on the skill practice phase than traditional 
beginners. In traditional learning methods, students primarily ac-
quire theoretical and operational knowledge through the teacher’s 
explanations and demonstrations. This nonparticipatory learning 
approach results in no significant differences in the attention allo-
cated during the theoretical learning phase and the skills practice 
phase. In contrast, when learning with VAction, students tend to 
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shift their attention more from the relatively simple theoretical 
learning to the skill practice phase, mastering both theory and op-
eration more effectively through a "learning-by-doing" approach. 

The results have shown that the control group demonstrated 
a higher level of attention during the theoretical learning phase. 
This difference may stem from the fact that the experimental group, 
anticipating the subsequent practical training, allocated some cog-
nitive resources to skill-practicing planning, while participants in 
the control group were able to fully concentrate on the video-based 
learning. However, questionnaire assessments in the evaluation 
stage revealed no significant difference between the two groups 
in terms of theoretical knowledge mastery. More importantly, the 
experimental group devoted more attention to the skill practice 
phase and ultimately outperformed the control group in both ex-
pression accuracy and operational smoothness during practical 
tasks, which validates the effectiveness of our training system in 
enhancing practical skills. 

In the experiment, to eliminate the impact of VR on learning 
outcomes and to focus on exploring the learning effects of the VAc-
tion learning model, which combines software and hardware for 
a hands-on learning experience, we transplanted the traditional 
learning content of the control group into VR. However, the virtual 
scenes provided by the experiment, which are consistent with real 
shooting scenarios, inherently offer consistency in the learning 
context. This makes the learning transfer effect in VR superior to 
that of traditional learning methods, which struggle to provide pro-
fessional shooting environments. In the process of film production 
teaching, the knowledge imparted includes conceptual knowledge 
(theory of cameras and shooting techniques, etc.) and procedural 
knowledge (how to operate a camera) [5]. As highlighted by the 
teacher, procedural knowledge is key in this practical discipline. In 
traditional learning mode, students need to transfer from concep-
tual knowledge to procedural knowledge, whereas the hardware 
of VAction, specifically the controller designed to replicate the op-
erational feel of a real camera, provides an embodied operating 
experience, which is not available in previous VR film-shooting 
training systems. This enables students to easily acquire procedural 
knowledge and enhances the transfer of learning to real opera-
tions [33]. 

6.2 Extensible Applications 
We have explored other applications for the system. VAction has 
been currently used at a local television station for pre-visualization 
prior to official shoots. Traditional pre-visualization requires com-
plex set-ups and the presence of various department personnel 
for coordination. VAction allows for rapid scene switching, screen 
transitions, and lens adjustments, enabling staff to familiarize them-
selves with the process via computer without needing to be physi-
cally present on set, significantly increasing the efficiency of pre-
visualization. Using the Faro Focus 3D X330 laser scanner, we cap-
tured precise point cloud data of a 400-square-meter broadcasting 
studio with 22 scanning stations over 5 hours. The scene was mod-
eled with an error margin of less than 5 cm. The feature to generate 
exemplar camera movements using keyframes also provides pro-
fessional camera operators with a more convenient way to preview 

shot effects. However, feedback from TV station professionals indi-
cates that VAction is mainly used for pre-visualization visual effects 
visualization due to the need for real-time accuracy, with actual 
filming still done on real sets. In the actual industrial processes 
of TV broadcasting or film production, the focus is on the effi-
ciency, yet most current VR systems do not possess the accuracy 
required for real-time broadcasting, thus they are primarily used 
for previews. In contrast, in film shooting education, we place a 
high value on the training feel and real-time feedback provided 
to students by VR systems. Therefore, we have designed this in-
tegrated software-hardware system specifically to address these 
aspects. Though not used in live shooting, this feedback has been 
encouraging and enlightening: VAction, aimed at beginners, offers 
a consistent operational practice experience, while in professional 
settings, its quick preview feature is valued for efficiency. 

Additionally, the hardware controller has been successfully tested 
in other applications, such as racing games, showcasing its versatil-
ity and extensibility. 

6.3 Limitations and Future Work 
During the user experiment, we found that the training method 
of following example videos in VAction did not fully leverage the 
advantages of the VR system. When faced with complex opera-
tions, users may feel overwhelmed and focus more on replicating 
the actions themselves rather than understanding the application 
scenarios and corresponding theories. To address this limitation, 
we believe that existing teaching examples can be presented in a 
richer three-dimensional format within the VR environment, us-
ing agents for face-to-face instruction instead of merely watching 
videos. Additionally, users should have the option to pause at any 
time to view the details of the example operations from all angles. 

To ensure portability, we adopted a lightweight design for the 
controller, which results in a feel difference when used alone com-
pared to a real camera. We recommend mounting it on a tripod and 
adjusting the operational feel by altering the counterweights on 
the tripod’s handle. 

Our current VR teaching scenarios primarily replicate existing 
studios and classrooms. In reality, we could incorporate more classic 
scenes from films or recreate specific iconic moments related to 
the content being taught [39], thus integrating the learning of 
conceptual knowledge and procedural knowledge. These efforts 
will require detailed collaboration and guidance from more teachers 
with professional teaching experience. 

7 Conclusion 
In this paper, we presented VAction, a VR film-shooting training 
system. Through research and interviews with students and teach-
ers in the field, we identified the challenges faced by traditional 
film production education and established the core principles for 
designing a VR system to address these challenges. Our system 
adheres to the principle of lightweight design, integrating high-
fidelity virtual scenes and shots with a self-developed controller, 
accurately replicating the operational processes and tactile feel of 
a real camera. In a user experiment involving 24 beginners in film-
shooting, we found that VAction effectively engages users’ attention 
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by providing immersive, high-fidelity scenes and embodied expe-
riences that replicate real operations. This allows users to focus 
more on the crucial phase of acquiring procedural knowledge and 
significantly improves their learning outcomes. These findings offer 
greater possibilities for film production education and support the 
development of similar VR skill training systems. 
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