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General 3D Vision-Language Model With
Fast Rendering and Pre-Training
Vision-Language Alignment

Kangcheng Liu“, Member, IEEE, Yong-Jin Liu

Abstract—Current prevailing vision-language models have
achieved remarkable progress in 3D scene understanding while
trained in the closed-set setting and with full labels. The major
bottleneck for the current robot 3D scene recognition approach for
robotic applications is that these models do not have the capacity to
recognize any unseen novel classes beyond the training categories
in diverse real-world robot applications such as robot manipulation
as well as robot navigation. In the meantime, current state-of-
the-art 3D scene understanding approaches primarily require a
large number of high-quality labels to train neural networks, which
merely perform well in a fully supervised manner. Therefore, we
are in urgent need of a framework that can simultaneously be
applicable to both 3D point cloud segmentation and detection,
particularly in the circumstances where the labels are rather scarce.
This work presents a generalized and straightforward framework
for dealing with 3D scene understanding when the labeled scenes
are quite limited. To extract knowledge for novel categories from
the pre-trained vision-language models, we propose a hierarchical
feature-aligned pre-training and knowledge distillation strategy to
extract and distill meaningful information from large-scale vision-
language models, which helps benefit the open-vocabulary scene
understanding tasks. To leverage the boundary information, we
propose a novel energy-based loss with boundary awareness bene-
fiting from the region-level boundary predictions. To encourage la-
tentinstance discrimination and to guarantee efficiency, we propose
the unsupervised region-level semantic contrastive learning scheme
for point clouds, using confident predictions of the neural network
to discriminate the intermediate feature embeddings at multiple
stages. In the limited reconstruction case, our proposed approach,
termed WS3D++, ranks 1st on the large-scale ScanNet benchmark
on both the task of semantic segmentation and instance segmen-
tation. Also, our proposed WS3D++ achieves state-of-the-art data-
efficient learning performance on the other large-scale real-scene
indoor and outdoor datasets S3DIS and SemanticKITTI. Extensive
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experiments with both indoor and outdoor scenes demonstrated
the effectiveness of our approach in both data-efficient learning
and open-world few-shot learning.

Index Terms—3D scene understanding, data-efficient learning,
region-level contrast, energy function, 3D vision-language model.

|. INTRODUCTION

HE typical 3D scene parsing problem, which usually
encompasses several important downstream tasks. point
cloud semantic segmentation, instance segmentation, and object
detection, becomesincreasi ngly important with thewidedeploy-
ment of 3D sensors, such as LiDAR and RGB-D cameras [1],
[21, [3], [4], [5], [6]. Point clouds are raw sensor data obtained
from 3D sensors and the most simple and common 3D data
representation for understanding 3D scenes of robot navigation,
robot grasping, and manipul ation tasks. Despite significant suc-
cess in deep neural networks applied to 3D visua perception,
two major challenges hinder the construction of more scalable
visual perception systemsin 3D worlds. One is the closed-set
assumption, which means the model only performs well while
recognizing the categories that appear in the training set and
struggles in recognizing the novel unseen object categories or
concepts. Another is the heavy reliance on large amounts of
high-quality labeled data. Large-scale 3D scenes are very la-
boriousto label, which also makesit very hard for deep network
models to perform well with very limited annotations.
Close-set assumption: One of themajor bottlenecksin scaling
up visua perception systems is the poor generalization capac-
ity while encountered with diverse novel semantic classes or
severe domain shifts. To endow the model with the capacity
for adapting the learned representation and make it conform to
different data distributions as well as recognize diverse novel
categories, pioneer researches such as CLIP [7], Flamingo [8§],
and Otter [9] have demonstrated the great potentialsin learning
well-aligned visual linguistic representation from large-scale
image-text pairs on the Internet for improving the model gen-
eralization capacity. To this end, subsequent approaches have
been proposed in establishing abundant vision-language associ-
ations for different visual recognition tasks including detection
and segmentation using the large-scale vision-language model
(VLM)[10],[11],[12]. The paired visual-linguistic feature rep-
resentation can enabletherecognition of alarge number of novel
objects or concepts with natural language supervision because
the visual and the lexical language features are well-matched
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in their shared semantic feature space. Despite the remarkable
performance achieved in developing diverse vision-language
foundation models such as SAM [13] and SEEM [14] for
image-based scene understanding, it remains very difficult for
CLIP[7] to benefit downstream 3D sceneunderstanding because
it is difficult to raise the feature dimension to 3D and establish
explicit correlationsor find clear alignmentsbetween large-scale
scene/object-level 3D point cloudsaswell aslinguistic semantic
concepts. Moreover, it is even harder to transfer the informa
tive knowledge to various downstream 3D scene understanding
tasks. These limitations severely restrict the scalability of VLM
to handle diverse unseen 3D scenes containing diverse novel 3D
object categories.

Reliance on large-scale labeled data: A critical prerequisite
for fully exploiting the capacity of the fully supervised deep
learning approaches is the accessibility to large-scale well-
annotated high-quality training data. Most point cloud under-
standing methods rely on heavy annotations [15], [16], [17].
However, the annotation of large-scale 3D point cloud scenes
is rather time-consuming and labor-intensive. For instance, it
requires around thirty minutes to label a single scene for Scan-
Net [18] or S3DIS [19] with thousands of scenes. Though
existing point cloud understanding methods [15], [16], [17]
have achieved decent results on these datasets, it is difficult
to directly extend them to novel scenes when the high-quality
labeled data is scarce. In the meanwhile, it is often the case
that a limited number of scenes can be reconstructed in real
applications [20]. Therefore, developing methods that can be
trained with very limited labeled scenes, termed data-efficient
3D scene understanding with limited scene-level annotation,
becomes in high demand. Data-€fficient semantic and instance
segmentation [21], [22], [23] is a vehement research topic for
image-level scene understanding. Some simple but successful
methods have been proposed, such as contrastive learning [24],
[25] which learns a meaningful and discriminative representa-
tion, and conditional randomfield (CRF) [26],[27] for pseudola-
bel propagation. However, there still exist four main challenging
unsolved issues while scaling up these approaches to 3D scene
understanding. First, the widely adopted energy function-based
conditional random field segmentation[27] relieson handcrafted
feature similarities and does not consider explicit boundary
information. It attaches equal importance to pixels on semantic
boundaries and within same semantic objects, which can cause
vague and inaccurate predictions in pixel-level segmentation at
object boundaries. And how to leverage boundary information
has been explored in 2D but rarely explored in 3D data efficient
learning [28]. Second, the computation costs are both very high
when applying point-level contrastive learning or point-level
energy-based segmentation in a dense point cloud scene for
every point pair [29], [30]. Furthermore, large-scale point cloud
scenes even contain billions of points, making point-level con-
trastivelearningintractablein computational costs. Third, theex-
isting unsupervised contrastive learning-based pre-training for
point clouds [20], [25], [31], [32] only considers geometrically
registered point/voxel pairsasthe positive samples, whileit does
not explicitly consider explicit regional information, let alonethe
hierarchical alignments.
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Fig. 1. Thefina overall illustrative diagram of our proposed WS3D++. We
integrate language-3D feature associated pre-training and data-efficient fine-
tuning as a general scene parsing vision-language model to achieve effective
data-efficient aswell as open-vocabulary 3D scene understanding for 3D scenes.

Driven by the above motivationsin terms of both generaliza-
tion capacity and data efficiency, we propose an effective two-
stage framework, involving unsupervised hierarchical vision-
language pre-training and label-efficient fine-tuning to boost
the label/data-efficiency in 3D scene understanding. As shown
in Fig. 1, in the pre-training stage, we leverage the rendering
techniquesto construct well-aligned 2D viewsfor large-scale 3D
scenesto establish more accurate coarse-to-fine vision-language
associations. Then, we leverage the off-the-shelf object detector
and the pre-trained large-scal e vision-language model CLIP[7]
to construct the hierarchical feature representations from both
the global scene level to the local object level. We also propose
an effective knowledge distillation strategy that distills the in-
formative visual-language-aligned representation of the image
encoder in CLIP [7] to the 3D backbone network. Asis demon-
strated by our extensive experiments, the open-vocabulary scene
parsing performance can be also enhanced.

During thefine-tuning stage, asshownin Fig. 1, we propose a
unified WS3D++ framework that simultaneously solves the 3D
scene understanding problem under the data-efficient setting.
We first use the over-segmentation [33] to obtain regions and
use a boundary prediction network (BPN) as an intermediate
tool to obtain boundary region labels. Then, high-confidence
boundary region labels serve as the guidance for our pro-
posed region-level energy-based loss. Meanwhile, we propose
a region-level confidence-guided contrastive loss to enhance
instancediscrimination. Specifically, our WS3D+ + includestwo
innovative designsto addressthe very challenging label scarcity
issues and to enhance performance. Firstly, to encourage latent
instance discrimination and to guarantee efficiency, an efficient
region-level feature contrastive learning strategy is proposed to
guide network training at multiple stages, which realizes the
unsupervised instance discrimination. Also, to leverage bound-
ary information as labels for the final semantic divisions, an
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energy-based loss with guidance from the semantic boundary
regions is proposed to take the maximized advantage of the
unlabeled data in network training. Combined with supervised
loss, the labeled data can aso be leveraged to boost the final
downstream 3D scene understanding performance.

WS3D++ is a significant extension of the preliminary ver-
sion of the conference work WS3D [4], where basic ideas of
boundary awareness and contrastive instance discrimination are
introduced to tackle the data-efficient 3D scene understanding
during fine-tuning stage. In summary, we extensively enriched
previous works in the following aspects:

First, weproposeageneralized pre-training approach for data-
efficient learning, which establishes accurate alignments be-
tween language and 3D point cloud in terms of both object-level
and scene-level semanticsin ahierarchical manner. Second, we
propose to leverage the rendering technique that makes explicit
associations between image and point cloud to facilitate 2D-to-
3D matching and subsequent language-to-3D matching. Third,
we visualized the language-queried activation maps directly on
the 3D scenes, which demonstrates that the proposed approach
learns better visual-linguistic alignment between the language
descriptions and the visual object-level information. Finally,
we evaluate our proposed approach comprehensively in diverse
data-efficient and open-world learning settings for both the 3D
semantic segmentation and 3D instance segmentation tasks.

The contributions of our work are highlighted as follows:

1) Duringthepre-training stage, wefirst propose an effective
design which distills rich knowledge from the large-scale
vision-language model into the 3D point cloud modality.
Specifically, we propose leveraging rendering to obtain
explicit scene-level and object-level 2D-3D feature as-
sociations, establishing a more accurate vision-language
association hierarchically than the original CLIP encoder.
We have demonstrated by extensive experiments that our
proposed approach can realize superior compatibility with
prevailing weakly supervised approaches.

2) During the pre-training stage, we first propose a global
scene-to-sentence matching and then propose a local
object-to-word matching approach, respectively, to estab-
lish the well-aligned vision-language feature representa-
tions at both the scene level and the object level, which
largely facilitates the subsequent effective contrastive
learning with the mostly matched visual-language con-
trastive pairs. The proposed designs have both enhanced
the data-efficient learning and the knowledge-transfer ca-
pacity of the model, as demonstrated by our extensive
experiments on both the 3D object detection and the 3D
semantic/instance segmentation tasks.

3) During the fine-tuning stage, we propose a region-aware
energy-based optimization approach to achievetheregion-
level boundary awareness, which utilizes the boundary
as additional information to help assist the 3D scene
segmentation and understanding. Furthermore, we pro-
pose the unsupervised region-level semantic contrastive
learning strategy for multi-stage feature discriminations.
The energy-based |oss and the contrastive loss are jointly
optimized for pre-training the backbone network in a
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complementary manner, which take full advantage of the
unlabeled data.

4) Integrating the above two stages as a whole, we pro-
pose a unified framework termed WS3D++. State-
of-the-art performance has been achieved by it with
extensive experiments conducted on ScanNet [18] and
other indoor/outdoor benchmarks such as S3DIS [19],
SemanticKITTI [16] and NuScenes [36] in diverse exper-
imental settings without bells and whistles. Finally, our
proposed approach achieves pioneer performance on the
very large-scale ScanNet [18] dataset in diverse down-
stream tasks of 3D scene understanding, including tasks
among 3D semantic segmentation, 3D instance segmen-
tation, and 3D object detection.!

To the best of our knowledge, thisis the pioneer work which
comprehensively evaluates across diverse 3D label-efficient
scene understanding downstream tasks with our proposed 3D
open-vocabulary recognition approach termed WS3D++. Our
endeavor is orthogonal to the 3D backbone network designs
and thus can be seamlessly integrated with the prevailing 3D
point cloud detection or segmentation models. Our comprehen-
sive results provide solid baselines for future researches in the
data-efficient 3D scene understanding.

Il. RELATED WORK

Learning-based Point Cloud Understanding: Deep-network-
based approaches are widely adopted for point cloud under-
standing and the learning-based approaches have wideindustrial
applications. Fully supervised approaches can be roughly cate-
gorized into voxel-based [37], [38], [39], [40], [41], projection-
based [42], [43], [44], [45], [46], [47], and point-based ap-
proaches [48], [49], [50], [51], [52], [53], [54], [55], [56], [57],
[58], [59]. The voxel-based approaches [60], [61], [62] which
are built upon SparseConv [60] and voxelize the point cloud for
efficient processing have achieved remarkable performance in
3D scene parsing. Therefore, we use SparseConv [60] as our
backbone architecture for downstream semantic understanding
tasks because of its high performanceininferring 3D semantics.

Pre-training for 3D Representation Learning: Many recent
works propose to pre-train networks on source datasets with
auxiliary tasks such aslow-level point cloud geometric registra-
tion [25], 3D local structural prediction [63], the completion of
the occluded point clouds [64], and the foreground-background
feature discrimination [30], with effective learning strategies
such as contrastive learning [25] and masked generative mod-
elling [65], [66]. Then the finetune the weights of the trained
networksfor thedownstream target tasksto boost therobot scene
parsing performances. However, several major challenges still
exist. First, the above pre-training approaches al rely on the
closed-set assumption, which means that the model can barely
be transferred to recognize novel categories that do not appear
within the training data. Second, the above methods require
accessibility to the well-registered augmented point cloud [20],
[25], [31], [32] to construct the pre-training contrast views,

Lhttp://kaldir.vc.in.tum.de/scannet_benchmark/data_efficient/
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which are very hard to obtain for large-scale 3D scenes. Third,
alarge number of computational power is required in the pre-
training stage. Therefore, the designed pre-training approaches
need to be very simple and lightweight, thus making it easier to
directly transfer the model to large-scale point clouds.
Recently, with the development of large-scale vision-
language models such as CLIP [7] and Flamingo [8], we can
largely benefit the recognition capacity of 3D scene understand-
ing model s by distilling informative knowledge from large-scale
vision-language models. For example, some pioneer works such
as PointCLIP [67], [68] and ULIP [69] successfully transfer
the knowledge from vision-language model s to boost the down-
stream 3D shape classification tasks. The 3D CAD shapes are
transferred to multi-view depth maps, thus they can be fed into
the CLIP visual encoder and used the image representations
paired with the corresponding point cloud as a bridge to obtain
the correlations between the 3D and textual features. Moving
beyond object-level recognition tasks, pioneer works also ex-
plore how to establish alignment among images, language, and
3D point cloud scenesfor the task of open-vocabulary 3D scene
understanding [70], [71], [72], which target localizing, detect-
ing, and segmenting novel object categories that do not exist
in the annotation. Compared with them, our proposed simple
but effective framework can be both applicable to data-efficient
learning and open-vocabulary scene understanding.
Label/Data-Efficient Learning for 3D: Recent studies have
produced many elaborately designed backbone networks for
3D semantic/instance segmentation [35], [46], [73], [74], [75],
as well as for 3D object detection [76], [77], [78]. However,
they rely on full supervision. Directly applying current SOTAS
(State-of-the-art) methods for training will result in a great
decrease in performance [79] for WSL, if the percentage of
labeled data drops to a certain value, e.g., less than 30%.
Recently, many works have started to focus on point cloud
semantic segmentation with partialy labeled data. Wang [80]
et al. chooseto transform point cloudsto images, but pixel-level
semantic segmentation labels are required for network training.
Sub-cloud annotations [81] require extra labor to separate the
sub-clouds and to label points within the sub-clouds. Liu [82]
proposed a robust data-efficient 3D scene parsing framework.
It leverages the complementary merits of the superior general-
ization capacity of the traditional 3D descriptors and the strong
feature description capacity |earned 3D descriptorsto learn very
robust local features. Then using the descriptor guided learned
region merging [3], superior performance can be achieved on
downstream tasks. Liu et al. [83], [84] proposed self-training
techniques to tackle scene understanding in weak supervision,
which design a two-stage training scheme to produce itera-
tively optimized pseudo label sfrom weak |abel sduring training.
Despite satisfactory results, these approaches still have not
learned generalized representation applicable to diverse tasks.
Xuetal. [85] adopt aweakly-supervised training strategy, which
combines training with coarse-grained information and partial
points using 10% labels. However, their tested cases are limited
to object part segmentation, anditisdifficult to uniformly choose
points to label. The convex decomposition [86] is conducted
in an approximate manner to perform 3D scene parsing on
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the object parts. More approaches [87] have been proposed
recently, which utilize class prototypes and masked point cloud
modeling [66], [88], [89] tolearninformative representationsfor
downstream 3D scene understanding. Conceptfusion [90] has
also been proposedto alleviatethelabelling burden viarendering
with the proposed CLIP-driven queryable 3D point cloud maps.
To sum up, although approaches have been proposed to dleviate
the data efficiency problem, the models for weakly supervised
learning lack the capacity to recognize novel categories beyond
the labeled training set. Our framework tackles open-set and
data-efficient learning problems and is widely applicable to
diverse 3D scene understanding downstream tasks.

Ill. PROPOSED METHODOLOGY

We propose a general WS3D++ framework to tackle weakly
supervised 3D understanding with limited labels, as demon-
strated in Fig. 1. Our framework consists of both the vision-
language pre-training stage shown in Fig. 2 and fine-tuning
stageillustrated in Fig. 4. During the pre-training stage, wefirst
propose the hierarchical contrastive learning strategy with the
help from rendering for more accurate vision-language align-
ments at both the scene level and object level. Then we aso
design a digtillation strategy to distill point-language-aligned
representations from 2D image network to 3D point-cloud net-
work to endow 3D networks with the open-vocabulary recogni-
tion capacity. Finally, during the fine-tuning stage, we directly
propose aweakly supervised approach, we perform fine-tuning
with regional boundary awareness and region-aware instance
discrimination, which significantly improve model discrimina-
tion capacities when the labeled data are rather scarce.

A. Hierarchical Vision-Language Knowledge Associations
and Distillations for Pre-Training

We propose a hierarchical alignment strategy in pre-training,
which employs the rendering approach as a bridge to effec-
tively align 3D vision and language embeddings, thus capturing
coarse-to-fine associations for visual-linguistic synergized rep-
resentations from the global scene level to local object level. It
enabl es extracting more accurate 3D-language associationsin a
hierarchical manner.

Multi-view rendering: To obtain paired 2D-3D representa
tions, we propose leveraging multi-view rendering to obtain
paired 2D views from 3D point cloud scenes. The pairing
process consists of two steps, the first is to convert point cloud
scenes into meshes and the second isto render 2D images based
on the different views of the 3D meshes. In terms of point-
to-mesh transformation, we utilize the Delaunay triangulation
approach [94], [95] to convert the point cloud into meshes,
which is demonstrated as a very effective method for surface
reconstruction. It connects the points in point cloud scenes
by forming triangles that satisfy the Delaunay criterion which
guarantees no point liesinside the circumcircle of any triangle.
This method generates a triangle mesh that approximates the
surface of the point cloud [96]. In terms of mesh-to-image
transformation, we leverage the rendering pipelineincluding the
vertex transformation, projection, and rasterization, as well as
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Fig. 2.
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The pre-training paradigm of our proposed WS3D++. We propose the hierarchical global to local feature alignments to establish the hierarchical

vision-language aligned feature representations during the pre-training. This proposed paradigm helps to learn more powerful visua-linguistic aligned feature
representation during the pre-training stage. We have further shown the final visualizations and comparisons with CLIP text presentations ranging from both the
global view level to the local object category level. The results have further demonstrate the vision-language aligned feature representation for 3D scene parsing.

Fig. 3. The feature matching visualization of our proposed WS3D++. We
propose hierarchical global to local feature alignments to establish hierarchical
vision-language aligned feature representations during pre-training from both
theglobal view level tothelocal object level. Thiskind of paradigm helpstolearn
more powerful visual-linguistic matched representations ranging from both the
global view-level tothelocal object category-level. In the above figure, we have
shown the matching at the global view on the left and the matching at local
object level on theright. It can be demonstrated that our proposed approach can
establish matched feature representation at both the globa room feature level
and the local object feature level.

shading. We directly use the rendering library OpenGL [97] to
render images from meshes. The process involves projecting the
3D vertices onto a 2D image plane based on camera parameters
and applying shading and lighting calculations of 3D meshes
to determine the specific color of each pixel. By our simple
rendering design, the world-to-camera extrinsic transformation
matrix T, containing both rotation and translation information
between the 2D pixels and 3D points can be easily obtained.
2D to 3D Alignment: After multi-view rendering, the strict
2D-3D dignment can be easily established if the camera’s
intrinsic T isobtained from the standard calibration [98] and the
extrinsic T, isobtained from the rendering. To be more specific,
given the 3D point psp € R® as well as its 2D correspond-
ing pixel coordinate pop = (u,v), if we consider the pin-hole

cameramodel, the transformation can be represented as pop =
Ti-Te - P3p. The Pop and Psp are represented within the ho-
mogeneous coordinates, and they are strictly paired. Therefore,
we can strictly determine the correspondence between pop and
Psp . Moreover, we can find an explicit association between each
element of the textual feature F+ and the 3D feature F3p while
passing through the backbone network.

United 2D and 3D Proposal Generation: Asshownin Fig. 6,
according to our experiments, we found that it is difficult to
directly find the object-level information based on the 2D pro-
posals merely dueto the large information loss while rendering,
the proposals provided by the 2D region proposal network
(RPN) [100] can not effectively capture the 3D object infor-
mation within the holistic scene. On the other hand, merely
relying on the 3D proposals provided by the 3D RPN [101]
still can not guarantee accurate proposal generation for the fact
that some objects are too adjacent in their geometry. To this
end, we propose to leverage the union of 2D and 3D RPN to
capture intact and all-inclusive holistic proposals within the 3D
scenes. Denote the region proposals as R,p and R3p respec-
tively, thefinal holistic proposal generation Ry isformulated as
Ry = Ryp U R3p. According to our experiments, this simple
design can considerably boost the performance for the fact that
the objects are more clustered and closely distributed within
the indoor 3D scenes. Taking the union of 2D and 3D object
proposals into consideration also guarantees that the optimiza-
tion merely considers the regions where the object really exists
and prevents the models from taking the pure background into
consideration during the optimizations. According to our pre-
vious experiments, although the average precision and recall
can merely achieve 38.7/45.9% and 47.6/56.8% for 2D and 3D
object proposal generation, respectively, the 3D scene parsing
performance can still be well-maintained. By combining the 2D
proposal with the 3D using the union operation while omitting
the duplicated 2D proposals, the object proposal generation

Authorized licensed use limited to: Tsinghua University. Downloaded on September 15,2025 at 08:46:05 UTC from IEEE Xplore. Restrictions apply.



LIU et a.: GENERAL 3D VISION-LANGUAGE MODEL WITH FAST RENDERING AND PRE-TRAINING VISION-LANGUAGE ALIGNMENT

Fig. 4.
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The fine-tuning paradigm of our proposed WS3D++. WS3D++ [4] consists of three proposed modules: 1. The unsupervised region-level energy-based

optimization guided by boundary labels; 2. The unsupervised multi-stage region-level contrastive learning with high confidence; 3. The supervised region-level
semantic contrastive learning with labeled data. The backbone network adopts encoder-decoder structures. The weights of the backbone network are shared in
the supervised and unsupervised branches. Integrated with the proposed pre-training paradigm illustrated in Fig. 2, by our proposed hierarchical feature aligned
pre-training and regional fine-tuning, more effective label-efficient learning as well as open-vocabulary learning is realized.

precision and recall can achieve a very high score of 65.2%
and 76.8%, respectively, which demonstrates the superior effec-
tiveness of them in generating region proposals.

In the next stage, we perform vision-language matched con-
trastive candidate selection at both the object level and the
scene level. The object-level vision-language matching makes
alignment between the individual object and the descriptive
word. While the scene-level vision-language matching make
alignment between the whole scene with the descriptive sen-
tence. In this way, the vision-language matched candidate
can be selected for effective constrastive optimizations taking
both global and local feature representation into account.

Although the accuracy of proposal generationisnot that high,
our proposed approach can guarantee the final scene parsing
performance asreported and demonstrated in Tablel. Thereason
behind the phenomenon can be explained by that aslong asthe
region proposa can be found, our framework can leverage the
well-aligned representationin thevision languagemodel (CLIP)
to boost the final 3D semantic scene parsing performance, both
inthe open-vocabulary and closed-set scenarios. Asvalidated by
the previous experimental results and our qualitative validation
inFig. 6, the quality of object proposal can be guaranteed, if the
domain gap is not that large.

Global 2D Scene-to-Sentence Matching: In the first place,
we perform the global scene-to-sentence matching. For the
rendered 2D image of the 3D scene, we utilize the GPT-4
to obtain the direct sentence-level description of the holistic
scene. The sentence is given by the most similar descrip-
tion generated by GPT-4. Benefiting from the previous effec-
tive multi-view rendering designs, our proposed approach can
have a holistic multi-view abstraction of the 3D environment.
Denote the extract global scene-level visual feature as Vgiobal

and denote the global text-level feature as Lgjopal, then we can
evaluate the alignment between visual and linguistic feature
utilizing the similarity between Vyiobar and Lgiopal.

Local 2D Object-to-Word Matching: At the next step, we
perform local object-to-word matching. In contrast to the global
scene to scentence matching, here we conduct local object-to-
word matching, which establishesand enhancesvision-language
association at morefine-grained object level andword level. The
association is established at the object level for visua part and
at the word level for language part. Specificaly, we use the
CLIP image encoder to generate a set of local visual feature
embeddings Vjocal and utilize the text encoder to output a set
of local word-level feature embeddings Ljocal. In the next step,
we calculate aggregated similarity using the cosine similarity
Gsim between the 3D visually encoded features and the textual
features:

S(V, L) = Gsim (Viopar> Lovar) + Gsim (Vioars Limar) (1)

The operation can beinterpreted asabi-directional operation,
which meansthat for each region proposal image patch, we find
thetextual concept that fits best with the semantics of theregion.
Andfor eachtextual concept, wefind theregionthat hasbest cor-
respondence with it among multiple regions. We model it as an
optimal transport problem, which findsthe most similar visual
feature by formulating it asthe differentiable Top-£ with respect
to the related anchor textual description [102] both globally
and regionally. The region-to-word pairs with Top-k£ maximum
activations S(V, L) are finally regarded as the positive pairsin
contrast. It can ultimately ensure learning highly discriminative
representations at both the global scene-to-sentence level and
thelocal object-to-word level. Finally, it can be demonstrated by
our experiments that the alignments at the local object-to-word
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TABLE|
COMPARISONS OF THE OPEN-VOCABULARY LEARNING PERFORMANCE ON SCANNET
Datasets Models 80% 100%
B15/N4 B12/N7 B10/N9 B15/N4 B12/N7 B10/N9
Baseline 39.7 / 48.8 / 389 379 /449 /426 319 /38.8 /339 43.6 / 50.7 / 39.6 38.8 /489 /458 339 /429 /388

ScanNet [18]

Merely the Pre-training Stage
3DGenZ [91]

3DGenZ [91] (Pr)

3DTZSL [92]

3DTZSL [92] (Pr)

LSeg3D [93]

LSeg3D [93] (Pr)

PLA without caption [70]
PLA without caption [70] (Pr)
PLA [70]

PLA (Pr) [70]

WS3D++ (Ours)

WS3D++ (Ours) (Pr)

55.9 /529 /488
32,6 /768 /26.6
428 /788 /429
17.6 / 458 / 6.1

49.6 / 58.7 / 489
0.0 /644 /0.0

389 /788 /299
39.7 /733 / 28.0
539 /826 /458
69.2 / 70.6 / 66.9
79.9 / 829 / 819
723 /69.1 /733
75.8 / 73.8 / 77.5

469 / 48.8 / 469
259 /465 /263
39.6 / 68.3 / 51.8
23.8 /36.6 /128
38.8 / 50.6 / 38.6
269 /557 /228
328 /736 /268
315 /723 /256
48.6 / 80.6 / 40.8
60.9 / 68.9 / 59.9
78.5 / 80.6 / 68.9
68.6 / 65.6 / 68.6
786 /753 /789

439 /46.7 / 43.8
283/ 63.6/18.6
27.6 /795 /189
13.8 / 67.5 / 15.7
339 /69.8 / 33.9
118 /77.6 / 239
28.6 / 66.8 / 22.8
28.7 / 68.6 / 23.5
42,6 /755 /378
582 /786 /738
659 /778 /578
732/719 /716
71.8 / 85.6 / 79.5

69.6 / 67.8 / 59.8
429 /769 /39.6
46.8 / 88.6 / 48.6
429 /496 /167
59.6 / 69.8 / 59.6
33.6 /768 /33.8
49.6 / 82.7 / 46.9
45.7 /729 / 36.9
56.7 / 84.3 / 52.9
69.3 /733 /722
82.5 /882 /849
779 /76.6 / 78.6
86.7 / 83.7 / 85.8

55.8 / 50.9 / 48.8
329 /56.8 /339
43.8 /788 /499
27.8 /389 /159
489 /59.6 / 48.7
28.8 /726 /292
46.9 /76.8 / 432
319 /778 /268
53.9 / 83.8 /453
62.7 / 73.6 / 61.3
80.8 / 85.7 / 739
738 /728 /758
82.7 / 80.9 / 83.6

53.6 /479 / 46.8
271/69.8 /328
379 /837 /389
16.9 / 69.8 / 18.8
38.6 /739 /39.6
26.6 / 68.5 /269
389 /703 /396
298 /798 /283
52.1/80.8 / 45.1
65.6 / 81.8 /76.8
76.8 / 85.3 / 63.9
719 /728 /739
789 /889 /838

Datasets

Models

10%

50%

B15/N4

B12/N7

B10/N9

B15/N4

B12/N7

B10/N9

ScanNet [18]

Baseline

Merely the Pre-training Stage
3DGenZ [91]

3DGenZ [91] (Pr)

3DTZSL [92]

3DTZSL [92] (Pr)

LSeg3D [93]

LSeg3D [93] (Pr)

PLA without caption [70]
PLA without caption [ ] (Pr)
PLA [70]

PLA (Pr) [70]

WS3D++ (Ours)

WS3D++ (Ours) (Pr)

279/182/219
35.8 /583 /36.8
17.3 /523 /9.7
285 /729 /282
8.9/339/61
26.8 / 43.8 / 287
0.0 /55.6 / 0.0
28.8 /653 /238
353 /532 /182
39.3 /733 /357
51.3 / 58.8 / 48.6
61.8 / 67.6 /739
65.9 /752 /683
69.9 / 68.8 / 67.8

23.0/336/312
33.8 /379 /318
153 /28.8 / 125
23.6 /389 /23.6
33/358/18
18.6 / 52.6 / 23.2
0.6 /43.6 /03
26.7 / 62.8 / 16.7
26.7 /521/9.9
28.6/67.8 /296
493 /559 / 449
58.7 / 59.3 / 56.8
61.3 / 65.6 / 62.7
67.9 / 67.7 / 66.9

19.6 / 28.6 / 27.6
30.8 /70.3 /25.6
112 / 625 /5.2
15.6 / 689 / 129
73 /473 /28
16.8 /495 /19.2
12/56.1/08
237 /628 /229
19.6 / 56.7 / 9.7
245 /626 /268
447 / 522 / 40.8
68.8 /829 /476
58.6 / 60.9 / 56.8
63.6 / 66.2 / 65.6

35.1/20.6 / 36.6
372/632/39.7
18.6 / 52.8 / 11.6
29.7 /756 / 29.7
16.2 / 32.5 / 23.2
313/493 /287
19.9 / 65.3 / 13.6
32.8 /767 /287
36.5 /559 /228
429 /756 /418
65.7 / 72.8 / 65.7
725 /828 /799
718 /768 / 81.6
709 / 70.8 / 71.9

31.7 / 415/ 382
489 /53.8 /499
17.8 / 33.6 / 12.9
29.5/453 /457
219/313/6.8

28.6 /439 /273
129 / 56.8 / 8.7

28.9 /739 /269
282 /587 /188
39.3/73.6 /369
58.8 / 66.5 /49.8
71.8 /819 /618
65.8 /69.5 /689
72.8 /718 / 69.8

28.5/323/282
49.6 / 86.8 / 49.8
11.8 /723 /6.3

233 /439 /119
9.9/635/88

153/ 66.9 / 21.7
9.9 /585/87

26.8 /732 /256
258 /621/152
35.6 /723 /338
53.6 / 63.5 / 46.8
70.3 / 83.8 / 49.8
62.8 /678 /682
69.8 / 75.6 / 72.1

It can be demonstrated that our proposed approach provides very superior open-world recognition performance compared with the diverse SOTAs. The results are given as hloU / mIoU/
mloUy, respectively. We have compared intensively with diverse labeled ratios. We apply panoptic quality mean intersection over union (mloU), which can be divided into segmentation
quality and recognition quality as metrics for the instance segmentation task. These evaluation metrics are computed on base (B) and novel (N) categories, with the superscripts of B and N
(e.g. mloUp/mloUy), respectively. Furthermore, we have also utilized the harmonic metric such as harmonic IoU (hloU) as the major indicators for open-world tasks following popular
zero-shot learning work to consider the partition between base and novel classes.

level both have a considerable boost on the final scene parsing
performance, both qualitatively and quantitatively.

2D-3D Visual Feature Distillation: The main purpose is to
conduct 2D-3D Visual Feature Distillation to obtain the aligned
2D-3D visual feature in the 2D-3D-language co-embedded
feature space. We use the global 3D backbone to extract
the 3D visua feature representation V32, and then utilize
the KL divergence as the distillation loss to further distill the
vision-language aligned informative knowledgefrom 2D feature
space to 3D. This process can aso be interpreted as the 2D-3D
explicit feature alignment/distillation process. Compared with
the mean square error loss such as the £, or £, losses, the
KL divergence has improved regression capacity and ensured
smoother gradient, which to some extent overcomes overfitting
problems while distilling knowledge. The KL distillation loss
LR!st finally operates on thefinal two normalized 2D/3D vector
for feature alignment:

EDiSt — DiV}C,C Vs%ba' VSBbaI (2)
K —
HVSBbaIH, ||Vgl?)ba|”

Contrastive Language-Vision Optimizations: Note that when
conducting contrastive learning, we regard textual features as
anchors because textual descriptions are highly semantic and

contain rich information, whereas the images contain too much

low-level information and pixel-level details. Denotethevg::;;)'g,

and the Lg',:;g,;, as the positive and the negative feature with re-

spect to theanchor textual feature F 2, respectively, thedesigned
contrastive discrimination loss is formulated as follows:

1
lew= -~ 1%
M S
3D,
eXp(Lngal ' Vglob_gl /7)

3D, -
2o (.0eB eXp(Lgll?)bal “Vgioba1/ 7))

Thefinal pre-training optimization lossisthejoint consideration
of contrastive language-vision optimization and 2D-3D visual
feature distillation with the balancing Ax, set to 0.5 empirically.
Note that Ax, set to range of 0.3-3.0 will not influence the
performance too much according to our evaluation.

x log

©)

Lpretrain = Lcur + )L}CL['/%ZSt (4)
According to our extensive experiments, our simple pre-training
approach provides the well-aligned vision-language-3D aggre-
gated co-embedding. It considerably facilitatesvision-language-
associated knowledgetransfersfrom 2D to 3D, boosting both the
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Fig.5. Qualitative semantic segmentation results of the proposed WS3D++
on SemanticKITTI validation set thewith the 5% | abeling percentage, compared
with the fully supervised state-of-the-art Cylinder3D [34], and BAAF-Net [35]
with thediverse semanticsindicated by different colors. Thered circleshighlight
the final performance difference between diverse comparative approaches.

final 1abel efficiency and thefinal recognition capacity of unseen
novel categories.

B. Region-Aware Fine-Tuning

During the fine-tuning stage, our proposed framework con-
sists of three subparts for the network optimization: 1. Un-
supervised energy-based loss guided by boundary awareness
and highly confident network predictions for unlabeled data,
whichisdiscussedinour original ECCV conferencework [4]; 2.
Unsupervised multi-stage region-level contrastive learning with
highly confident predictions for unlabeled data. 3. Supervised
semantic contrastive learning for labeled data. The three impor-
tant modules above are integrated jointly into the optimization
functionfor network training to accomplish thefinal downstream
detection or segmentation taskswith avery limited | abeled data,
with al remaining data unlabeled.

IV. EXPERIMENTS
A. Pre-Training Experimental Settings

For the indoor scene understanding tasks, we pre-train the
network on ScanNet [18]. And for the outdoor scene parsing
tasks, we pre-train the network on NuScenes [36] dataset. For
the dataset partition, wefollow the official partition of ScanNet-
V2 [18] using 1,201 scans as the pre-training dataset. The
NuScenes [36] is an outdoor autonomous driving dataset that

7359

Fig. 6. The captured 2D and 3D region proposals. It is demonstrated qualita-
tively clearly that more precise object proposal s are captured by proposed united
2D/3D proposal generation approach. |t can be demonstrated that clear superior
regional proposal generation performance can be well guaranteed.

contains 7000 training scenes, the dataset providesthe camera’s
intrinsic and extrinsic parameters, thus we can obtain the 2D to
3D transformations and alignments very easily from designed
rendering approaches. For the indoor and outdoor pre-training,
we pre-train the network for 500 epochs and then we fine-tune
the network on diverse downstream tasks. The hyper-parameter
k in Top-k isset to 3. Theinitial learning rateissetto 5 x 104
and is multiplied with 0.2 every 50 epochs.

B. Finetuning Experimental Settings

Datasets: During the fine-tuning, to demonstrate the effec-
tiveness for both data-efficient learning and open-world recog-
nition of the proposed WS3D and WS3D++ under the lim-
ited scene reconstruction labeling scheme, we have tested it
on various benchmarks, including S3DIS [19], ScanNet [103],

Authorized licensed use limited to: Tsinghua University. Downloaded on September 15,2025 at 08:46:05 UTC from IEEE Xplore. Restrictions apply.



7360

TABLEII
BOUNDARY PREDICTION AVERAGE PRECISION (AP) DIVERSE LABEL RATIOS
FOR OUTDOOR SEMANTICKITTI (SKITTI) BENCHMARK AND INDOOR
SCANNET AND S3DIS BENCHMARK

Labeling

g ‘The AP% of Boundary Prediction (BP) WS3D++ Sem. Seg. mIOU%
Percentage | SKITTI (Outdoor) ~ ScanNet (Indoor) ~ S3DIS (Indoor) | SKITTI (Outdoor) ~ ScanNet (Indoor)  S3DIS (Indoor)
56.7 / 61.6 55.8 / 59.1 56.2 / 61.7 51.6 58.8 55.8
53.9 /608 58.9 / 639 59.6 / 69.2 593 67.9 647
557/ 615 62.2/ 657 62.6 /669 68.7 767 682
57.6 / 67.9 65.2 /682 62.9 /678 752 762 688
507 / 6.5 66.3 /69 652/ 68.7 729 798 75.8
62.6 / 65.6 67.8 / 70.3 65.8 / 67.8 74.7 771 755
30% 646 /702 716/ 738 68.9 /728 78.7 763 759
40% 686 / 728 73.2/ 753 712 / 735 75.6 816 778
1007 83.7 / 88.7 76.9 / 82.6 768 / 83.7 83.9 88.8 829
Leftof /= The Average Prcision (AP) o Sermantic Boundary Prediction with focal Loss Ly« Rightof - The verage precsion with the cros entropy los L.

and SemanticKITTI [16] for semantic segmentation, and Scan-
Net [103] for instance segmentation, respectively. Detailed in-
formation on each dataset and training details are put into the
Appendix. The pre-training isconducted on ScanNet trai ning set
for indoor benchmark and on Waymo for outdoor benchmark.

Training Set Partition: Following the typical setting in data-
efficient learning in the limited reconstruction case [20] [104],
we partition thetraining set of all tested datasetsintolabel ed data
and unlabeled datawith various labeling points percentage, e.g.,
{1%, 5%, 10%, 15%, 20%, 25%, 30%, 40%, 100%} . For the
limited reconstruction case, noted that to partition the labeled
points into a specific labeling ratio, we probably need to split
a maximum of one scene into two sub-scenes. One of the
sub-scenes belongs to the labeled data and the other sub-scene
belongs to the unlabeled data.

Implementation Details: For the task of semantic segmen-
tation, we fine-tune the network for 500 epochs on a single
NVIDIA 1080Ti GPU with a batch size of 16 during training.
Theinitial learning rateis set to 1x10~2 and is multiplied with
0.2 every 50 epochs. We implement it in PyTorch and optimize
it with Adam optimizer [110]. We set the hyperparameter v as
0.8to ensurethat merely highly confident prediction can beused
for network optimization. e is set to 0.5. We empirically choose
a = g = 1,whilery = 0.1. For instance segmentation, wetrain
the network for 580 epochs on a single NVIDIA 1080Ti GPU
with abatch size of 8 during training. The other settings are the
same as the semantic segmentation task.

C. Data-Efficient 3D Semantic Segmentation

Overall Experimental Results. For the semantic segmen-
tation, we have tested WS3D++ on versatile indoor and
outdoor benchmarks, including ScanNet [18], S3DIS [19], and
SemanticKITTI [16]. We have done extensive experiments
with limited labeled data, e.g., only { 1%, 5%, 10%, 15%, 20%,
25%, 30%, 40%, 100%} data in training set are available as
labeled data. The qualitative results are shown in Fig. 5. In the
meanwhile, the quantitative semantic segmentation performance
is summarized in Table I1l. As mentioned, we have used the
voxel-based method SparseConv [60] as the backbone. Our
WSL model significantly surpasses the supervised-only model
inGPC that ismerely trained with label ed data, showing that our
WSL can effectively make use of the unlabeled data to enhance
the feature discrimination capacity of the model. Also, it can be
observed the increment of performance is more obvious when
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TABLE I
COMPARISON OF SEMANTIC SEGMENTATION RESULTS WITH DIFFERENT
LABELING PERCENTAGES ON SCANNET VALIDATION SET, S3DIS VALIDATION
SET (AREA 5), AND SEMANTICKITTI VALIDATION SET (SEQUENCE 08)

Semantic Segmentation mloU (%) on the Validation Set According to Supervision Level (%)
Datasets Approaches "
% 5% 0% 5% 20% 25% 30% 0% 100%
Sup-only-GPC-Baseline | 409 81 572 613 610 63 671 655 729
Sup-only-GPC (Pr) 448 569 598 649 667 699 668 638 708
GPC [104] 466 548 605 633 667 675 689 713 740
GPC (Pr) [104] 525 593 678 689 6.7 698 753 765 766
Mix3D [105] 471 552 611 635 6658 679 687 715 733
MixaD [105] (Pr) 527 589 651 679 702 706 713 738 786
PointMixup [106] 45 552 696 67 663 669 688 702 738
ScanNet PointMixup [106] (Pr) 468 598 755 681 698 737 78 753 786
RDPL [107] 476 563 611 68 668 678 697 718 76
RDPL[107] (Pr) 507 596 669 683 716 715 78 79 768
Active-ST [108] 487 567 625 656 678 657 72 75 758
Active-ST [108] (Pr) 99 595 679 679 753 706 77 72 781
526em7 5910 6520 66946 71B+es 72067 7394 T53+es  B17+ss
58879 679wss  765ws5  786mss  798uss  80d.ms  808eme  838uzs 888
39 523 563 616 653 676 685 698 719
cine | 353 “s 529 538 599 603 612 626 664
Sup-only-GPC (Pr) 486 517 608 619 708 78 697 655 736
GPC[104] 382 530 577 602 65 69 649 650 655
GPC [104] (Pr) 478 58.7 638 668 685 69.7 688 689 712
S3DIS Mix3D [105] 392 503 583 611 641 648 659 669 696
Mix3D [105] (Pr) 472 579 632 682 695 706 698 695 739
WS3D++ 4865 F77.m7 612483 66916 706ew7  7llaos  726.ms 75327 8206
WS3D++ (Pr) 558495 6474197 6824153 688450 7584159 755452 759.ma7 77812 8294165
Merely Pre-training Stage | 452 528 587 68 686 698 712 726 79
Sup-only-GPC-Baseline | 286 ED ) 79 E 551 554 574 6.0
Sup-only-GPC (Pr) 363 a8 503 556 576 68 608 598 678
GPC[104] 47 a8 99 531 588 59.1 594 599 6558
GPC [104] (Pr) 369 456 538 558 599 639 656 648 695
LESS [109] 371 25 505 539 595 596 605 65 669
SemanticKITTI | LESS (Pr)[109] 396 167 539 568 69 657 653 687 6838
Mix3D [105] 377 29 508 541 599 609 618 613 6838
Mix3D [105] (Pr) a8 466 539 586 647 656 666 69 77
WS3D++ U6Bas:  dB6ens 55243 628ass 65921 679+ 6862 7095 768mms
WS3D++ (Pr) 516+m0  93.us  687.us 6989 72991 7A7wss  763.m9 76692 839 ums
Merely Pre-training Stage | 42.9 66 517 617 6358 6738 696 718 758

trained
SOTAS GPC [104] (rig!
forall

TABLE IV
COMPARISON OF EXPERIMENTAL RESULTS ON 20% AND FULLY LABELED CASE
FOR THE TASK OF INDUCTIVE AND TRANSDUCTIVE LEARNING FOR OUR
PrROPOSED WS3D++, RESPECTIVELY

20% label 100% label

Datasets Base Induct. Transduct. | Base Induct. Transduct.
ScanNetv2-WS3D++ 69.9 71.8 85.8 78.9 81.7 87.8
ScanNetv2-WS3D++ (Pr) 75.3 79.8 87.8 85.6 88.8 91.8
S3DIS WS3D++ 62.8 70.6 75.8 69.7 82.0 86.8
S3DIS WS3D++ (Pr) 68.7 75.8 78.7 73.8 82.9 87.3
Semantic KITTI Val. WS3D++ 58.9 65.9 79.3 74.3 76.8 88.8
Semantic KITTI Val. WS3D++ (Pr) 62.8 729 69.1 68.6 83.9 85.5
Semantic KITTI Test. WS3D++ 66.7 71.8 72.6 71.6 77.9 79.6
Semantic KITTI Test. WS3D++ (Pr) | 70.8 75.9 78.8 79.1 84.3 86.5

In transductive learning, the test set is also utilized for network training. We test the task of semantic segmentation on
ScanNet, S3DIS, and SemanticKITTI with the evaluation metric of mloU(%).

the unlabel ed data percentageis larger. For example, the perfor-
manceincrease on SemanticKITTI is10.3% for the 1% labeling
percentage, 5.8% for the 40% |l abeling percentage, and 1.9% for
the 100% labeling percentage. This can be possibly explained
by thefact that for more unlabeled data, our proposed WS3D+ +
can extract more meaningful semantic information from the
unlabeled data based on our boundary-guided energy-based l0ss
and confidence-guided region-level contrastive learning design.
In addition, compared with current SOTA GPC, our proposed
WS3D++ also achieves consistently better results in semantic
segmentation performance, especially when faced with very
limited label circumstances (e.g. 1% labeling points). In that
case, WS3D++ outperforms GPC by 3.3%, 7.1%, and 4.2%
for ScanNet, S3DIS, and SemanticKITTI, respectively. Fig. 5
shows that we can provide comparable performance compared
with fully supervised SOTAs BAAF-Net [35] and Cylinder3D
[34] on SemanticKITTI with 5% labels. As shown in Table I,
the performance of our enhanced approach WS3D++ has
remarkably increased performance compared with WS3D++
and previous SOTAs, demonstrating the effectiveness
of our proposed vision-language knowledge-associated
pre-training.
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TABLEV
COMPARISON OF CURRENT STATE-OF-THE-ART (SOTA) APPROACHES IN THE LIMITED RECONSTRUCTION CASE FOR THE 3D OBJECT DETECTION TASKS WITH
DIFFERENT RATIOS OF LABELED DATA

Datasets Models 5% 10% 20% 100%
Induct. Transduct. Induct. Transduct. Induct. Transduct. Induct. Transduct.
Baseline 299415 335408 | 344+11 407+£09 | 411403 475+05 | 51.7+09 538 +07
Merely the Pre-training Stage | 358 +11 382411 | 393407 451407 | 461+09 569+07 | 51.9+11 658415
SESS [112] 342+20 381407 | 429+08 453+09 | 479+04 51.6+02 | 50.7+05 537+05
SESS (Pr)[112] 428432 426407 | 482408 538409 | 505+06 563407 | 552+03 639406
3D-IOUMatch [93] 391419 463407 | 455415 535403 | 51.6+£05 556408 | 556+03 623407
SUN RGB-D [59], [111] | 3D-IOUMatch (Pr) [93] 436+32 485409 | 485+18 569+05 | 598407 568408 | 657+05 69.1+0.7
SPD [113] 385407 443+08 | 460+£10 517409 | 60.9+05 569409 | 679+07 739+08
SPD [113] (Pr) 436+12 478417 | 496+08 538411 | 586+16 689425 | 692+09 838405
WS3D++ (Ours) 527407 545408 | 53.7+£09 638+£08 | 69.8+07 729+11 | 686+09 828+05
WS3D++ (Ours) (Pr) 569+08 597415 | 587+18 689+13 | 686+18 737+16 726+11 839+09
Baseline 279405 308415 | 31.1+£07 332+£05 | 41.6+09 445+12 | 45.8+08 489 +09
Merely the Pre-training Stage | 35.2+15 328411 | 356+08 366+06 | 439+11 479+08 | 493407 568409
SESS[112] 322408 368+11 | 397409 445+05 | 482+04 496407 | 558401 56.8+0.7
SESS (Pr)[112] 359409 439412 | 435+12 489405 | 496+06 532407 | 569+06 59.6+09
3D-IOUMatch [93] 400409 463407 | 472404 496406 | 528412 629408 | 569+12 637+08
ScanNet-V2 [18] 3D-I0OUMatch (Pr) [93] 4564+20 528408 | 533+15 556+17 | 57.74+12 59.6+08 | 61.8+1.6 669+1.3
SPD [113] 415405 443408 | 432412 462+05 | 51.9+05 556+09 | 548 +05 586409
SPD [113] (Pr) 452407 488419 | 528416 552407 | 538+18 652425 | 599+05 689+16
WS3D++ (Ours) 553+11 576412 | 598408 668412 | 646+£05 728411 | 687+05 766=+11
WS3D++ (Ours) (Pr) 66.6+15 681+17 | 676416 745+13 | 695+£09 769+09 73.6+07 778406

The mean average precision (mAP) given also with the mean + standard deviation in three runs of diverse random splits are reported. Baseline is the circumstance which is trained with merely labelled data.
It can be demonstrated our proposed pre-training approach have improved the performance of 3D object detection by a considerable margin.

We have reported the experimental results about semantic
boundary prediction as demonstrated in Table | of our revised
manuscript, it is demonstrated that our proposed approach can
provideavery high-quality label at avery low-label regime, and
the boundary prediction average precision can be kept at more
than 50% (50.9% at | east). The phenomenon has al so been found
at previous research including SQN, Lasermix, and our Weak-
l[ab3DNet [59]. The reason behind is that: As point clouds are
essentially samples of the 3D world, the distribution of pointsin
avery closelocal neighborhood iscomparatively homogeneous,
revealing strong semantic similarity/homogeneity. Moreover,
our proposed weakly supervised approach can beregarded asan
amplification of those rather sparse supervision signals, which
largely facilitates ultimate semantic boundary prediction. Aswe
have demonstrated in Table |, the average precision (AP) of
boundary prediction can still be maintained at a relatively high
value (more than 50.9%). Our proposed approach can redlize
promising performance on outdoor benchmark SemanticKITTI
and indoor benchmarks including S3DIS and ScanNet, which
demonstrates the superior effectiveness of our proposed weakly
supervised semantic boundary prediction.

D. Data-Efficient 3D Instance Segmentation

As our method can be integrated seamlessly into various
network backbones and applied to different highly-level un-
derstanding tasks, we have aso integrated our method with
Point-Group [74] for the instance segmentation on ScanNet
with results shown in Table VI. Notice that the performance

TABLE VI
COMPARISON OF THE PERFORMANCE OF INSTANCE SEGMENTATION, UNDER
VARIOUS LEVELS OF SUPERVISION ON SCANNET VALIDATION SET

Ins. Seg. Results with the metric of AP@50%
1% 5% 10% 15% 20%  30% 35%  40%
39.7 46.7 65.7
108 33.6 50.2
16.8 359 66.8
12.7 347
20.6 39.7
16.9 38.6
238 45.8
171 389
52.8
61.8
722

Tested Dataset | Approaches

100%
65.8
56.8
68.9
57.6
63.9
57.7
60.6
57.6
64.8
58.8
73.9

53.8
4238
338
43.1
489
449
53.8
453
529
66.8
71.6

55.6
453
489
45.7
509
47.2
528
479
553
67.7
70.5

58.6
482
56.6
48.7
53.9
48.6
54.5
489
54.8
65.1
67.9

63.5
49.0
57.9
49.6
589
49.7
55.1

50.5
55.8
65.2
68.7

65.2
495
58.8
50.2
58.7
51.2
57.2
516
56.9
62.7
71.6

Merely the Pre-training Stage
Sup-only-GPC-Baseline [104]
Sup-only-GPC (Pr) [104]

Mix3D [105] 513
55.2
52.0
57.1
52.7
58.8
68.7
75.8

Mix3D (Pr) [103]
GPC [104]

GPC (Pr) [104]
SPIB_Ins

SPIB_Ins (Pr)
WS3D++ (Ours)
WS3D++ (Ours) (Pr)

ScanNet

23.7
45.9
48.2

“Sup-only-GPC” denotes the model trained with only labeled data. “WS3D’ denotes the model trained with our proposed methods. In the last row, we

have shown the performance increase of WS3D. WS3D-Open abandons our feature-aligned contrastive pretraining with the contrastive loss term
L& and directly uses the CLIP [7] feature encoder with the knowledge distillation loss term LY%". WS3D-Open is examined to validate the effect

of hierarchical feature-aligned pretraining in improving data efficiency. The results of our proposed approach are highlighted in orange.

increase is 21.7% when merely 1% data is labeled compared
with the sup-only case. It further demonstrates that our pro-
posed approaches for the unsupervised branch have effectively
exploited the unlabeled data to improve the feature learning
capacity of the model. Our proposed WS3D and WS3D++ both
provide explicit boundary guidance for separating diverse kinds
of semantic classes, and the instance segmentation performance
with the very limited labeling percentage is comparabl e to those
fully supervised counterparts.

E. Data-Efficient 3D Object Detection

For the data-efficient 3D object detection, following our pre-
vious work [82], we extensively evaluate current approaches
extensively on SUN RGB-D [111] and ScanNet [18] bench-
marks for 3D object detection tasks with the strong 3D object
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Fig. 7. The final ScanNet [18] object detection results and performance.
The comparative differences in detection predictions are highlighted in the
rectangles.

detection backbone VoteNet [115]. It can be demonstrated the
open-vocabulary designs can to some extent boost the 3D object
detection performance, which demonstrate the generalization
capacity of our fundation model. Asshown in Table V, we have
also tested the ablated approach WS3D-Open which abandons
our feature-aligned pre-training term £282! and directly uses
the CLIP[7] feature encoder for the knowledge distillation loss
term with £2}St. It can be demonstrated that the performance
degradation can be observed when comparing WS3D-Open with
WS3D+ +, which demonstrate the effectiveness of our proposed
hierarchical feature aligned pre-training in improving the data
efficiency in downstream scene parsing.

F. Qualitative and Quantitative Results of the Open-World 3D
Recognition Approaches

In this Subsection, we further evaluate the performance of the
open-world recognition capacity of our proposed approach. The
results of open-world recognition are shown in Tablel. We have
also compared our work with the previous approach PLA [70]
in establishing the sufficient point-language associations for
the open-world robot learning. The results demonstrate that our

IEEE TRANSACTIONS ON PATTERN ANALY SISAND MACHINE INTELLIGENCE, VOL. 47, NO. 9, SEPFTEMBER 2025

Fig. 8. The object detection comparisons on KITTI [99] validation set. It can
be demonstrated that our proposed WS3D+ + can providevery accurate bounding
box predictions qualitatively compared with the previous state-of -the-art merely
using 2D bounding boxes, which demonstrates the effectiveness of using 3D
regional as well as 3D object-level information in facilitating effective feature
representation learning.

proposed approach has superior performance in open-world
recognition. Wedirectly usethesettingsinthe PLA [70] and split
the categories on ScanNet [18] and Nuscene [36] into base and
novel categories. It can also bevalidated that WS3D-Open, which
abandons our feature-aligned pre-training and directly use the
CLIP[7] featureencoder, providesslightly inferior performance
compared with WS3D++, validating the effectiveness of our
language-3D matching strategy designs. WS3D++ exhibits
superior performance interms of the open-vocabulary few-shot
learning for diverse partitioning of original and novel classes.
The open-world recognition results are shown in Figs. 9 and 10.
It can be demonstrated that better foreground object avareness
can be effectively capture by our proposed WS3D++ compared
with PLA [70], with superior segmentation performance guided
by the textual prompts. The superior open-world recognition
performance can be achieved while conducting open-world
learning in diverse spliting of based and novel classes, including
B15/N4, B12/N7, B10/N9 for the ScanNet [18] as well as
B12/N3 and B10/N5 for the NuScenes [36]. It demonstrates
robustness of our proposed approach. Also, as demonstrated in
Fig. 11, the WS3D++ language driven-3D scene segmentation
results are very precise as shown qualitatively, which is
corresponding to the object queried by the language, and it
demonstratesthat the inference can be done based on the object,
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Fig. 9.
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Segmentation result comparisons with CLIP prompts for the indoor ScanNet benchmark. It can be seen from our results that clear object-level vision-

language matched information can be captured with the designed visual prompts. It reveals the effectiveness of our designed hierarchical visua linguistic

feature-aligned representation learning approaches.

meaterial, properties, affordance, room type, etc. It demonstrates
that our proposed WS3D++ can enable the scene-level object
recognition based on the semantic language queries. As
further shown in Fig. 13, through our effective rendering
techniques, which establish the explicit 2D-3D association, the
aligned representation of 2D-3D-language co-embeddings can
be learned and the object information can also be enhanced
through finding the similarity among diverse views through
contrastive learning approaches. Also, by combining 2D and
3D region proposals, more complete and apparent object-level
information can be clearly captured both from 2D views and 3D
views. It turns out that in the first place, while initializing other
various weakly supervised approaches, our proposed approach
can realize consistent improvement on the final performance
of weakly supervised scene parsing, which demonstrates the
superior generalization capacity benefiting from our designed
pre-training of our proposed WS3D++ framework. In the
second pace, the performance of our proposed WS3D++ is
comparatively superior compared with the existing weakly
supervised comparative approaches listed above.

G. Instance Discrimination Capacity

We show t-SNE visualizations of the learned latent feature
representations for various semantic classesin Fig. 12. The case
study task is the semantic segmentation on the S3DIS dataset
with asupervision level of 5%. It is demonstrated that more dis-
tinctive and better separated point-wise feature embeddings are
provided by our proposed unsupervised region-level contrastive
learning, which can be attributed to its strong instance dis-
crimination capacity. And more separated feature space can be
provided and maintai ned with our proposed WS3D+ + compared
to WS3D and GPC. This strong instance discrimination capacity
can be explained by more discriminative feature representations
guided by 3D vision-language aligned representations, and is
thus more beneficial to high-level semantic and instance seg-
mentation performances both in terms of data efficiency and
open-world recognition capacity. Also, our proposed hierarichi-
cal featurealignment al so providesmore separated feature space,
which means that the feature alignment successfully enhances
the final instance discrimination capacity.
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Fig. 10. The segmentation result visualizations and comparisons with CLIP text encoder prompts for the outdoor KITTI benchmark. It can be demonstrated
the final foreground object awareness can be clearly captured as compared with the previous SOTAs approach PLA [70]. Meanwhile, as shown in the last three
columns, we can provide clear segmentation for the corresponding visual objects based on the textual prompts. The results further demonstrate that vision-language

aligned representations can be effectively and sufficiently learnt.

Fig. 11. Thefinal 3D scene-level activations results based on the language query of WS3D++. Better zoom in for details.

Robot Arm Grasping Example: We have deployed our ap-
proach for the task of open-world perception in robot grasp-
ing in our extended robotic research work. We use our pro-
posed approach for segmentation and use the ROS 2 Gazebo-
based framework to implement the other components of
the system, such as kinematics/dynamics modeling, motion

planning, low-level control, point cloud-based pose estimation,
etc. Our proposed approach has robust performance and de-
cent accuracy in grasping, which demonstrates the potential of
our proposed WS3D++ in industrial manipulation applications
in grasping and dropping novel objects beyond the training
Set.

Authorized licensed use limited to: Tsinghua University. Downloaded on September 15,2025 at 08:46:05 UTC from IEEE Xplore. Restrictions apply.



LIU et a.: GENERAL 3D VISION-LANGUAGE MODEL WITH FAST RENDERING AND PRE-TRAINING VISION-LANGUAGE ALIGNMENT 7365

Fig. 12. t-SNE visualization in semantic segmentation of the proposed WS3D under the 5% labeling percentage on S3DIS validation set. The diverse feature
embeddings are indicated by different colors and are normalized into [—1, 1] for better visualization. It has been validated that more discriminative features can be
acquired for diverse semantic classes with our proposed unsupervised region-aware fine-tuning strategy (demonstrated by WS3D) and our proposed hierarchical
vision-language knowledge associated and distilled pre-training (demonstrated by WS3D++).

Fig. 13. TheWS3D++ corresponding detection and segmentation projections on six rendered 2D views through our proposed multi-view rendering approach. It
can be demonstrated that our proposed rendering has established an explicit modality association between the final 2D views and 3D views. Also, by combining
2D and 3D region proposals, more complete and apparent object-level information can be clearly captured both from 2D views and 3D views. Best zoom-in for

viewing.

V. CONCLUSION

In this paper, we proposed a general WS3D++ framework
for open-vocabulary and data-efficient 3D scene parsing. The
whole framework involves both the pre-training and the fine-
tuning stages. During the pre-training stage, we propose the

hierarchical feature alignment strategy to acquire accurate re-
giona 3D-linguistic pairs, thusthe performance can be enhanced
to alarge extent. At the same time, we propose an unsupervised
boundary-aware energy-based loss and a novel region-level
multi-stage semantic contrastive learning strategy, which are
complementary to each other to make the network learn more
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meaningful and discriminative features from the unlabeled data.
Theeffectiveness of our approachisverified acrossthree diverse
large-scale 3D scene understanding benchmarks under various
experiment circumstances. Our approach can maximally exploit
the unlabeled data to enhance the performance both for 3D
point clouds semantic segmentation and instance segmenta-

tion,

and object detection under various labeling percentages

in the limited reconstruction case. Our proposed |abel-€fficient
learning framework, termed WS3D++, provides conprehensive
baselines for future 3D scene parsing methods when the label
isinaccessible or limited. The proposed pre-training as well as
fine-tuning approach can have a significant boost on the final
open-vocabulary and data-efficient semantic scene parsing in
term of efficiency, effectiveness, and robustness.
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